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Abstract-The goal of data analytics is to delineate hidden patterns and use them to support informed decisions 

in a variety of situations. Credit card fraud is escalating significantly with the advancement of modernized 

technology and became an easy target for frauds. Credit card fraud has highly imbalanced publicly available 

datasets. In this paper, we apply many supervised machine learning algorithms to detect credit card fraudulent 

transactions using a real-world dataset. Furthermore, we employ these algorithms to implement a super 

classifier using ensemble learning methods. We identify the most important variables that may lead to higher 

accuracy in credit card fraudulent transaction detection. 

Additionally, we compare and discuss the performance of various supervised machine learning algorithms that 

exist in literature against the super classifier that we implemented in this paper. 

Keywords: CreditCard,Fraud detection, Supervised machine learning, Classification, Imbalanced dataset, 

Sampling. 

 

I. Introduction 
Today, all around the world data is available very easily, from small to big organizations are storing 

information that has high volume, variety, speed and worth. This information comes from tons of sources like 

social media followers, likes and comments, user’s purchase behaviours. All this information 

pattern. Early analysis of big data was centred primarily on data volume, for example, general public 

database, biometrics, financial analysis. For frauds, the credit card is an easy and friendly target because without 

any risk a significant amount of money is obtained within a short period. To commit credit card fraud, fraudsters 

try to steal sensitive information such as credit card number, bank account and social security number. 

Fraudsters try to make every fraudulent transaction legitimate which makes fraud detection a 

challenging problem. Increased credit card transactions show that approximately 70% of the people in the US 

can fall into the trap of these fraudsters. 

Credit card dataset is highly imbalanced dataset because it carries more legitimate transactions as 

compared to the fraudulent one. That means prediction will get very high accuracy score without detecting a 

fraud transaction. To handle this kind of problem one better way is to class distribution, i.e., sampling minority 

classes. In sampling minority, class training example can be increased in proportion to the majority class to 

raise the chance of correct prediction by the algorithm. In this paper, we use ten machine learning models and 

compare their Accuracy, TPR, FPR, G-mean, Recall, Precision, Specificity and F1-Score. All machine learning 

algorithm is evaluated using a real-world credit card transaction to identity fraud or nonfraud transaction. The 

main motive of this paper to apply supervised learning method on the real-world dataset. 

 

II. Related Studies 
Logistic regression and artificial neural network give flags whenever fraudulent and legitimate 

transaction happens based upon their transaction score. The performance of all the machine learning models 

decreases because of the skewness of the training dataset. 

To make the unbalanced dataset balanced two different methods are used namely, intrinsic features and 

network-based features. Intrinsic features compare customer’s past transactions looks for any suspiciousness 

score for each network object. These two methods lead to a very high accuracy score in Random Forest getting 

a 1% false positive making the perfect model obtaining fraudulent transaction. Comparisons are made between 
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different modelling and algorithm techniques on a real dataset. Some of the algorithms underperform because 

of the unbalanced dataset. To learn from (non-stream credit card and data stream) unbalanced dataset has three 

different methods used (static, update and DataStream). They also used two methods of under sampling 

SMOTE and Easy Ensemble to make their dataset balanced from an unbalanced dataset. While in RF &SVM 

there is a decrement to see in AUC and increment in F-measure. The neural network architecture used upon an 

unsupervised method of using real-time transaction entry. Self-organizing map of the neural network by using 

optical classification it can solve the problem for each associated with an associated group. With 95% detection 

of fraud with ROC curve without causing any false alarm. 

Data Mining reports the development & implementation of a fraud detection system in a large e-tail 

merchant. Using a cost- based performance to train the algorithm to get the business outcomes take longer time. 

A bank seller decision support system that used in outline banking fraud analysis and investigation, that 

automatically find the fraud give them ranks and understand the user spending habits using their past transaction 

(based on mathematically and statistical technique). 

 

III. Material and Methods 
A. Supervised learning and unsupervised learning 

Using supervised method helps to find out the label on past transaction, they tend to not recognized fraud 

pattern that has occurred in the past. While unsupervised technique helps to find out the class of transactions. 

 

B. Unbalanced data 
It is quite challenging to learn from an unbalanced dataset and for balancing it, the sampling method used. 

A publicly available dataset that contains 284,807 transactions made in Sep. 2013 by European cardholders. The 

dataset includes 492 fraud transactions, which is highly imbalanced. Hence, under-sampling was applied. 

 

C. Fraud Detection Classifier  

Logistic Regression can handle the data with theoretical and statistical characteristics. Decision Tree is 

a supervised learning method that widely uses models for classification and regression tasks. Random Forest 

method used for classification and regression using tThaebcloell1e.cPtieornformance evaluation of different 

classifiers. of the decision tree, each one is slightly different from each other. 

With first introduction in 1995 Navies Bayes using Bayes theorem for independence hypothesis. 

K-Nearest Neighbourhood (KNN) is a necessary calculation which stores every single accessible 

occurrence. The Gradient Boosted Tree Classifier (GBT) is a collection of classification and regression models. 

Boosting supports improve the tree accuracy. XGB (XG boost Classifier) is the most refined classifier that 

works with all type of dataset. 

The support vector machines (SVM) are initially presented in 1995, and they have been observed to be 

extremely fruitful in an assortment of exemplary classification tasks. The MLP organize comprises of no less 

than three layers of hubs, i.e., input, covered up, and yield. 

Ensemble learning (also known as meta-classifier) helps to improve the results by combining multiple 

machine learning classifier to improve the predictive outcomes. Accuracy is one important method to compare 

the performance of classification models we also look at the other factors like F1-Score, Precision, TPR, FPR, 

Recall, G-mean and Specificity. All these evaluations measure adequately reveal validation of the study very well. 

 

IV. Results and Discussion 
We used 70% of the data is used for training and 30% used for the testing set. Data was balanced by 

using an under-sampling technique. So, we used Accuracy, F1-Score, Recall, Precision, G- Mean, FPR, TRP and 

specificity are used to compare the models. Table 1 shows all classifier results and comparisons. In table 1, 

stacking classifier (0.9527 accuracies) is leading the other classifiers, followed by the random forest (0.94594 

accuracies) and XGB classifier (0.94594 accuracies) is helpful only when we have a symmetric dataset. Having a high 

precision is related to the low false rate. In Figure Random Forest, stacking and XGB classifier all have the same 

precision score of 0.95 followed by the Gradient boosting and logistic regression with the precision score of 0.94. We 

find out recall also developed the same ranking of precision in Figure. The F1-score is the weighted median of 

precision and recall, and its score take false positive and false negative into account F1-score. F1-score also followed 

the same ranking of Precision and Recall in Figure. SVM has the highest ranking with 0.5360 FPR, and stacking 

classifier has the lowest ranking with 0.0335 in Figure. TPR of the logistic regression has the highest ranking 

followed by the MLP and stacking classifier. We find out the top five features in table 2. Features 14 is the essential 

features and features and got selected by all algorithms. And V4 is decided by four features. 
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V. Conclusion 
• Under-sampling is done for balancing the unbalanced dataset. 

• The learning model’s evaluation is based on their accuracy, recall, precision, TPR, FPR, specificity and G-

mean. 

• The result of all the purposed models were superior in overall performance. 

• Overall results show that stacking classifier which is used LR as meta classifier is most promising for 

predicting fraud transaction in the dataset, followed by the random forest and XGB classifier. 

 

Table-1 

 
 

 
Figure 1. Classifier ranking based on precision score 

 

 
Figure 2. Classifier ranking based on Recall score 

 

Future implications 

• Future work will be conducting the using the voting classifier an[d6] check the performance with other ML 

learning methods, increase the size of training and testing dataset. 

• We can work on using the all the machine learning algorithm to find out the feature’s importance. 
• We can work on top ten features and find-out the accuracy, Recall, Precision, Confusion matrix and compare it 

with our old result. 
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Figure 3. Classifier ranking based on F1-score 

 

Table 2. Feature rankin s of dataset 

 
4. TPR and FPR performance of all the classifier 
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