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Abstract: Fuzzy clustering is a one of the most fashionable problems in the data mining because of it is an NP 

hard problem.  However, the conventional fuzzy clustering algorithms have many drawbacks, including the poor 

convergence rate, least classification accuracy.  Hence, to solve the drawbacks of conventional methods, many 

research works have been developed using optimization techniques.  This paper discussed the wide-range of 

studies focused on the fuzzy clustering using optimization algorithms and it helps the researcher how to enhance 

the efficiency of the clustering accuracy in the futures. 
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I. Introduction 
 The theory of information is naturally related with the concept of uncertainty. The primary 

characteristic of an uncertainty is an involved in the situation of problems solving and it is a result of any 

information insufficiency such as incomplete, imprecise, fragmentary, undependable, formless, and conflicting. 

Uncertainty can be observed as an attribute of information. The fuzzy reasoning permits to handle much of this 

uncertainty which signifies uncertainty by numbers in the range between 0 and 1 [1].   

On the other hand, clustering analysis is an essential tool for data analysis which is used to convert to 

the small groups from the unlabeled data based on their similarity[2].  Fuzzy clustering is an expansion 

compared with conventional clustering and it is an enlargement of the classical set.  In the conventional 

clustering, each data points fall into exactly only one class.  However, fuzzy clustering allows the data points 

into several classes at the same time. Each data points have a membership degree which conveys to what degree 

this object belongs to the various classes.  In the fuzzy clustering, the fuzzy c-means (FCM) is well famous 

partitioned clustering algorithm which was developed by Bezdek,and etc.,  [3].    

 

II. Problem Description 

   Let 
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The minimization of the objective function of FCM algorithms is defined as follows, 
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     In which, m (m>1) is a scalar termed the weighting exponent and controls the fuzziness of the 

resulting clusters and 
i j

d  is the Euclidian distance from object  
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z z z z   to the cluster center
j

z .  
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z  centroids of the jth cluster, is obtained using below equation   
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Finally, the membership values may be updated as follows,  
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III. Fuzzy C Means 
    A fuzzy c-means is a famous partitioned clustering method which is developed by Bezdek et al. [4].  

FCM is an iterative algorithm that finds clusters in data sets which use the concept of fuzzy membership instead 

of assigning a pixel to a single cluster and each pixel will have different membership values on each cluster.  

Given an unlabeled data set 
1 2

{ , , ...... }
n

O O O O  in 
d

R  dimensional space, the FCM is to separate the many 

partition from given data set into c (1 < c < n) fuzzy clusters with 
1 2

{ , , ...., }
n

z z z z  cluster centers.  

However, the conventional fuzzy clustering algorithms have many drawbacks, including the sensitivity to 

initialization, poor convergence rate.  Many research works have been carried out to enhance the performance of 

the clustering efficiency and minimum computation cost.  In [5] ,  the objective function of fuzzy clustering  is 

to manage the groups and calculable parts of the clustering. Hence, the main aim of the fuzzy clustering 

algorithm is to reduce the objective function and usually it has number of calculation parts.  The proposed new 

efficient fuzzy objective functions with efficient fuzzy parameters that can help to reduce the computation time 

and obtains more efficient groups.   

 There are many enhancement method has been applied to solve above mentioned defects exists in 

conventional FCM.  The data reduction based FCM has applied to solve the clustering problem with higher 

accuracy in [6], the proposed model is able to decrease the number of individual patterns in order to enhance the  

partition quality. The proposed algorithm is applied to the problem of image segmenting on 32 magnetic 

resonance images.  The noise sensitivity fault of FCM was eliminated with help of the probabilistic FCM [7].   

In the image clustering, spatial information in the image is does not totally used in conventional FCM.  Hence, 

utilize the image spatial information, a spatial functions is used in FCM [8].  However, the conventional and 

enhanced fuzzy c–means has many shortcoming including falling into local minima and an initialization of the 

cluster center by randomly.  A new objective function of the proposed methods is developed to achieve the 

optimal clustering result by minimizing the distribution within clusters and exploiting the entropy of the weights 

of the attribute simultaneously[9].  The proposed approximate fuzzy c-means is an implemented based upon 

replacing the necessary terms in the FCM equation.  The approximation facilitates AFCM to develop a search 

for table advance for computing and that has reduced the CPU time during each iteration [10].  Fuzzy kernel c 

means is dealing with some shortcoming in the conventional FCM[11], suppressed fuzzy c-means [12] and etc., 

The genetic algorithm combined with fuzzy c-means for solving document clustering [13], image 

clustering [14].  fuzzy c-means hybrid with fuzzy particle swarm optimization for clustering [15].  Such 

optimization algorithms are failing to get local minimum and global optima.  The Bee Colony Optimization is 

population-based stochastic optimization algorithm and it has been attractive to develop due to its simple and 

effective [16, 17].  Possibilistic fuzzy c-means is a hybrid of both possibilistic c-means and conventional fuzzy 

c-means that frequently keep away from a variety of problems compared with PCM, FCM and FPCM.  The 

proposed methods can solve the defect of noise sensitivity defect in the conventional FCM[18]. 

Feature weighting assignment can be allocated to a feature for demonstrating the significance of the 

feature. The proposed method an appropriate assignment of weight to the features and it can enhance the 

performance of conventional fuzzy c-means clustering algorithm. The assignment of weight is given by the 

gradient descent technique [19].  However, the problem of local optima could be present in the Fuzzy C-Means 

clustering algorithms.  To attempt this shortcoming, the swarm intelligent algorithms have been employed to 

solve local optima problem and achieves global optima. Such as Genetic Algorithm [20], Simulated Annealing 

[21], Ant Colony Optimization [22], Particle Swarm Optimization [23, 24].  Social spider optimization [25]. 
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IV. Particle Swarm Optimization 
            Hybridization of the Particle Swarm Optimization and fuzzy set theory is called fuzzy particle swarm 

optimization (FPSO) [26]. The position and velocity of particles of the fuzzy particle swarm optimization using 

the fuzzy membership function and it also applied for clustering problems [27]. In this method, x  is the 

position of a particle, the fuzzy relation for the set of data objects,  1 2
, , . . .

n
o o o  to the set of cluster 

centers  1 2
, z , . . . z

n
z z .  In which technique, the position and velocity of particles redefined to represent the 

fuzzy relation between variables. In this part, the methods are described the system for fuzzy clustering 

problem[15].  In FPSO algorithm X, the position of a particle, shows the fuzzy relation from set of data objects, 

1 2
{ , , ...., }

n
o o o o to set of cluster centers, 

1 2
{ , , ...., }

n
z z z z . 

A novel chaotic fuzzy particle swarm optimization algorithm based on chaotic particle swarm (CPSO) 

and gradient method has proposed to solve a fuzzy clustering problem. An adaptive inertia weight factor 

(AIWF) and iterative chaotic map with infinite collapses (ICMIC) are introduced, The chaotic fuzzy particle 

swarm optimization clustering algorithm employs the CPSO to investigate the fuzzy clustering model, take 

advantage of the searching ability of fuzzy c-means (FCM) and prevent from the problem of local optima. 

Meanwhile, the accelerating the convergence speed of the proposed algorithm is used the gradient operator [5] .   

Two latest techniques are applied to reduce the recreated objective functions of the FCM clustering 

methods with the help of particle swarm optimization (PSO) [28]. The balanced fuzzy particle swarm 

optimization (BFPSO) was applied to a combinatorial optimization problem [29].  A new particle swarm 

optimization based fuzzy clustering algorithm is discussed in order to solve the problems of FCM [30].  In [31], 

a fuzzy decision-making method is to contract with a clustering supplier problem in a system of supply chain. 

The proposed approach is to cluster the suppliers under fuzzy environments.   

 

V. Bee Colony Optimization 
 A bee colony optimization algorithm is a meta-heuristic approach to solve the optimization problem in 

order to achieve global optimum[32].  In this model, it leads to the surfacing of cooperative behaviors 

intelligence of honey bee swarms and it consists of three fundamental components such as employed bees, 

onlookers and scouts. The first half of the colony consists of the employed artificial bees and the second half 

includes the onlookers. There is just one employ bee for every food sources.  Around the hive, the quantity of 

employed bees are the same to the quantity of food sources[33].   

The occupation of the employee bee is to search the food location in the food source and pass the 

information to the onlooker bee after collecting the location of food source.  The most important role of the 

onlooker bees is obtaining the information from employee bee and measure the amount of nectar or food source 

quality.  A food source is exploited by the onlooker bees depending on its amount of nectar.  The role of scout 

bees is to investigate about the new food source in D-Dimensional search spaces.  The fuzzy artificial bee 

algorithm (FABC) has been developed to solve the problem of clustering that the proposed  method is to derive 

the behavior bee colonies to locate food in the local and global search to find the best clustering centers [34].   

 

VI. Social Spider Optimization 
               The population based techniques have been proposed for solving optimization techniques based on the 

cooperative behavior of the social- spider by E. Cuevas[35]. The social spider optimization algorithm guesses 

that the entire search space is a communal web, whereas the social spiders are interacting with each others. 

Every social spider receives a weight according to the fitness value of the given solutions that is denoted by the 

social spiders. In the social spider optimization algorithms, there are two search agents, namely male and 

female.   

Each individual is to carry out by a set of different evolutionary operators which mimic different 

cooperative behaviors that commonly assumed within the colony depending upon the gender.  The attractive 

feature of the social-spider is the highly female-biased population. The social spider optimization algorithm is 

established by defining the number of male and female spiders that will be differentiated as individual in the 

search space.  The traditional social spider optimization clustering algorithms is an integrated with fuzzy theory 

called fuzzy social spider optimization algorithm for solving the clustering problem as a proposal in [25].    

 

VII. Hybrid Clustering Method 
Hybridization of the clustering algorithm can be enhanced their quality of the clustering and can solve 

the demerits of both clustering algorithms.  Major issues of the clustering problem are to solve local optima and 

need to find the global minimum. In some cases, the local optimum has also considered issues the clustering.  

Hence, both local and global optimum values are very significant task to obtain optimum clustering efficiency.  
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The following section discussed many research works that have been focused on hybridization methods to solve 

the fuzzy clustering problem.   

 

Table 1: Summery of the reviews 
S.No Authors Years Methods Objectives 

1.  Robert l. [10] 1986 Approximating FCM To enhance CPU time  

2.  S. Eschrich et al., [6] 2003 Data Reduction based 
FCM 

To reduce the computational complexity 
with higher accuracy 

3.  Zhong-dong Wu  [11] 2003 Kernal FCM To enhance the performance of the 

clustering analysis  

4.  Jiu-Lun Fan [12]  Suppressed FCM To enhance the clustering efficiency  

5.  X. Wang  et al., [19] 2004 Improved FCM To enhance the classification efficiency 

6.  S. Eschrich et al., [18] 2005 Possibilistic FCM To improve the classification accuracy 

7.  Thomas A. Runkler et al., 

[28] 

2006 PSO To accelerate the performance of the FCM 

8.  L. Li et al., [30] 2007 Fuzzy PSO To avoid local optima  

9.  Esmaeil Mehdizadeh [31] 2009 Fuzzy PSO To enhance of clustering performance  

10.  S.R. Kannan et al.,[42] 2011 FCM To enhance the clustering efficiency  

11.  K Vijayakumari [43] 2014 FBCO To enhance clustering accuracy  

12.  Jin Zhou et al.,  [9] 2016 Entropy-regularized 
weighted FCM 

(EWFCM) 

To accomplishing the optimal clustering 
outcome 

13.  Robati  et al., [29] 2012 Balanced FPSO To enhance the efficiency  

14.  D. Karaboga  [44] 2010 ABC To enhance the clustering quality  

15.  H. Izakian  et al., [36] 2011 FCM+FPSO To enhance the efficiency of the clustering 
and solve demerits of the both FCM and 

FPSO 

16.  T. M. Silva Filho  et al., 
[38] 

2015 FCM + Improved FPSO To achieve global optima 

17.  A. Jain  et al., [37] 2014 FCM+IFPSO To achieve similar genes 

18.  S. Chen  [39] 2014 FCM + Improved  FPSO - 

19.  P. Padmavathi et al [25] 2018 FSSO To enhance the clustering accuracy 

 

The FCM clustering algorithm is hybrid with fuzzy particle swarm optimization clustering algorithm  

used to enhance clustering quality[36].  Particle swarm optimization based FCM algorithm were 

proposed to solve gene clustering [37].    The hybridization of  FCM with  self-adaptive PSO is proposed as an 

improved method to solve clustering process and the proposed methods is to initialize one particle to achieve the 

best outcome with less iterations [38].  A hybrid clustering algorithm based on an enhanced PSO and FCM has 

proposed and that makes use of the merits of both algorithms [39].  The operator of the fuzzy c means comes at 

the phase of scout bee phase of the ABC algorithm to enhance the cluster quality [40].  Maximizing the 

classification and reduce the computation complexity are the two main goals of a fuzzy expert system based 

microarray data classification. The proposed methods employs artificial bee colony (ABC) algorithm to develop 

the points of membership functions. The proposed methods produced a precise fuzzy system with extremely 

interpretable and compressed rules for all the data sets [41] 

 

VIII. Conclusion 
  This paper has commenced with the fundamental idea about the clustering and their explanations.    

The main intention of the paper is to introduce the fundamental and foundational idea of each commonly used 

clustering algorithm such as identify the source of each one, and analyze their advantages. Especially, the 

optimization based fuzzy clustering methods are very interesting to solve the fuzzy clustering problem.  Hence, 

in this survey paper can help to beginners to do their research with clear manner.   
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