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Abstract: Image segmentation has been used to locate the boundaries and objects in images. Medical image 

segmentation is important part of clinical diagnostic tool. The process of accurate segmentation of medical 

images is very important and crucial task by clinical tools.Here Distance regularization Level Set Evolution 

algorithm is used for segmentation of Blood cell images. Proposed method eliminates the need for 

reinitialization and thereby avoids its induced numerical error. In this paper first use canny operator for edge 

detection, then use Distance Regularization Level Set Evolution algorithm for segmentation. The distance 

regularization term is defined with a potential function such that the derived level set evolution has a unique 

forward-and-backward (FAB) diffusion effect, which is able to maintain a desired shape of the level set 

function, particularly a signed distance profile near the zero level set. 

 

I. Introduction 
Segmentation is useful to simplify or change representation of image into something that is more 

meaningful. Image segmentation has been used to locate the boundaries and objects in images. Edge detection is 

very important for image segmentation. It reduces amount of data and filter out useless information, while 

preserving the important structural properties of images. The canny edge detector has a simple approximate 

implementation in which edges are marked at maxima in gradient magnitude of a Gaussian-smoothed image. 

The performance of the canny algorithm depends heavily on the adjustable parameters „σ‟ which is the standard 

deviation for the Gaussian filter, and the threshold values, „T1‟ and „T2‟. Canny operator overcomes the 

disadvantages of tradition edge detection operators, such as Roberts operator, Sobel operator, Prewitt operator. 

It can detect almost all edges, and is one of the best edge detection algorithms. So, considering the different 

medical images database, a canny operator based distance regularization level set evolution (DRLSE) algorithm. 

The algorithm combines the advantages of canny operator which can orient the boundary accurately and the idea 

that DRLSE algorithm continuously evolves the boundary in image space. Proposed algorithm used for database 

of Blood cell medical images. 

 

II. Material And Methods 
A. Canny Edge Detection Algorithm 

The canny edge detection operator was developed by John F.Canny in 1986 and uses a multi-stage algorithm to 

detect a wide range of edges in images. Most importantly, canny also produced a computational theory of edge 

detection explaining why the technique works. canny‟s aim was to discover the optimal edge detection 

algorithm. In this situation, an "optimal" edge detector means: 

1. Detection:- It is important that edges occurring in imagesshould not be missed and that there be no 

responses to non-edges. 

2. Localization:-The distance between the edge pixels asfound by the detector and the actual edge is to be 

at a minimum. 

3. Number of responses:-A third criterion is to have only oneresponse to a single edge. 

Canny edge detection algorithm is computationally more expensive compared to Sobel, Prewitt and Robert‟s 

operator. 

The algorithm runs in 5 separate steps: 

1. Smoothing: Blurring of the image to remove noise. 

2. Finding gradients:  The  edges should be  marked  where  thegradients of the image has large magnitudes. 

3. Non-maximum suppression: Only local maxima should bemarked as edges.  

4. Double thresholding: Potential edges are determined bythresholding.  

5. Edge tracking by hysteresis: Final edges are determined bysuppressing all edges that are not  connected 

to a very certain strong) edge.  
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Design:- 

 
 

B. DRLSE 

In level set methods, a contour of interest is embedded as the zero level set of an LSF. Although the 

final result of a level set method is the zero level set of the LSF, it is necessary to maintain the LSF in a good 

condition, so that the level set evolution is stable and the numerical computation is accurate. This requires that 

the LSF is smooth and not too steep or too flat (at least in a vicinity of its zero level set) during the level set 

evolution. This condition is well satisfied by signed distance functions for their unique property │   │=1 , 

which is referred to as the signed distance property. For the 2-D case as an example, we consider a signed 

distance function z= (x,y)as a surface. Then, its tangent plane makes an equal angle of 45 with both the -plane 

and the -axis, which can be easily verified by the signed distance property│   │=1. For this desirable 

property, signed distance functions have been widely used as level set functions in level set methods. In 

conventional level set formulations, the LSF is typically initialized and periodically reinitialized as a signed 

distance function. In this section, we propose a level set formulation that has an intrinsic mechanism of 

maintaining this desirable property of the LSF. 

 
a. Energy Formulation With Distance Regularization 

Let ∅: Ω →ℛ   be a LSF defined on a domain . We define an energy functionalℇ(∅) by  

ℇ ∅ = μℛp(∅)ℇext (∅)………..……………………………………….…(1) 

where ℛp (∅)  is the level set regularization term defined in the following, μ > 0 is a constant, and ℇext (∅) is 

the external energy that depends upon the data of interest (e.g., an image for image segmentation applications). 

The level set regularization term ℛp(∅) is defined by 

( ) ( )p xp d



  
          ……………………………………………………………………(2) 

Where p is a potential (or energy density) function. p:  0,  ∞  → ℛThe ℇext (∅) energy is designed such that it 

achieves a minimum when the zero level set of the LSF∅  is located at desired position.  

A naive choice of the potential function is p(s) =s2 for the regularization term, which forces  ∇∅ to be zero. 

Such a level set regularization term has a strong smoothing effect, but it tends to flatten the LSF and finally 

make the zero level contours disappear. In fact, the purpose of imposing the level set regularization term is not 

only to smooth the LSF, but also to maintain the signed distance property ∇∅ = 1, at least in a vicinity of the 

zero level set, in order to ensure accurate computation for curve evolution. This goal can be achieved by using a 

potential function with a minimum point s=1, such that the level set regularization term is minimized 

when ∇∅ = 1. Therefore, the potential function should have a minimum point at s=1 (it may have other 

minimum points).The corresponding level set regularization term ℛp (∅) is referred to as a distance 

regularization term for its role of maintaining the signed distance property of the LSF. A simple and 

straightforward definition of the potential pfor distance regularization is  

2
1

1
( ) ( 1)

2
p p s s  

……….……………………………………………………………… (3)  

which has s=1as the unique minimum point. With this potential,p =  p1 s  the level set regularization term 

ℛp(∅) can be explicitly expressed as 

21
( ) ( 1)

2
p d x 



  
……………………………………………………….………………(4) 
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 which characterizes the deviation of from a signed distance function. 

The energy functional p(∅) was proposed as a penalty term in [1] an attempt to maintain the signed 

distance property in the entire domain. However, the derived level set evolution for energy minimization has an 

undesirable side effect on the  LSF∅  in some circumstances. To avoid this side effect, we introduce a new 

potential function in the distance regularization term . This new potential function is aimed to maintain the 

signed distance property  ∇∅ = 1 only in a vicinity of the zero level set, while keeping the LSF as a constant, 

with ∇∅ = 0, at locations far away from the zero level set. To maintain such a profile of the LSF, the potential 

function must have minimum points s=1& s=0 at and .Such a potential is a double-well potential as it has two 

minimum points (wells). Using this double-well potential p =  p2not only avoids the side effect that occurs in 

the case ofp =  p1, but also offers some appealing theoretical and numerical properties of the level set evolution. 

b. Gradient Flow for Energy Minimization 

In calculus of variations a standard method to minimize energy functionalF(∅) is to find the steady state 

solution of the gradient flow equation 

F

t





 
 

  ………………………………….…………………………………………………… (5) 

 where
∂F

∂∅
 is the Gâteaux derivative of the functional F(∅) 

The distance regularization effect in DRLSE can be seen from the gradient flow of the energyμℛp(∅). 

( ) )( pd iv d
t
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
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 ……………………………………………………………………………(6) 

 

This flow can be expressed in standard form of a diffusion  
∂∅

∂t
=  div(D∇∅)    ………………………………………………………………………….……(7) 

 

with diffusion rate D = μdp( ∇∅ ) . Therefore, the flows in (5) and (6) have a diffusion effect on the level set 

function . This diffusion is not a usual diffusion, as the diffusion rate can be positive or negative for the potential 

used in DRLSE. When dp  ∇∅  is positive, the diffusion is forward diffusion, which decreases  ∇∅  . When 

dp  ∇∅  e is negative, the diffusion  is backward diffusion, which increases  ∇∅ . Such diffusion is called a 

forward-and-backward (FAB) diffusion.  

 

c. Distance Regularization Effect 

We demonstrate the distance regularization effect of DRLSE by simulating the FAB diffusion (6) with the initial 

function being a binary step function. The binary step function is defined by 

∅0 𝑥 =  
−𝑐0, 𝑖𝑓𝑥 ∈ 𝑅0

𝑐0,       𝑜𝑡ℎ 𝑒𝑟𝑤𝑖𝑠𝑒
 ………………………………………………………………(8)  where 𝑐0 is a 

constant, and 𝑅0 is a region in the domain. Despite the irregularity of the binary step function, the FAB diffusion 

is able to evolve the LSF into a function with desired regularity. It is worth noting that a binary step function can 

be generated extremely efficiently. The effect of the distance regularization with the double-well potential can 

be seen from the following numerical simulation of the FAB diffusion. 

 

III. Result 
Original images of Blood cell                                          segmented images of Blood cell 

  
(a)                                                  (b) 
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(c)                                                                  (d) 

 

 
(e)                         (f) 

Figure No.1 Segmentation of Grayscale Blood cell images by using DRLSE algorithm 

 
Original images of Blood cell               Segmented images of Blood cell 

 
(a)                                                                                 (b) 

 
(c)                                                                               (d) 

 
(e)                                                                                    (f) 

Figure No.2 Segmentation of color Blood cell images by using DRLSE algorithm 
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IV. Conclusion 

We have presented Distance Regularization Level Set Evolution (DRLSE) for blood cell image 

segmentation. Proposed method eliminates the need for reinitialization and thereby avoids its induced numerical 

error. DRLSE in which the regularity of the level set function is intrinsically maintained during the level set 

evolution. The distance regularization term is defined with a potential function such that the derived level set 

evolution has a unique forward-and-backward (FAB) diffusion effect, which is able to maintain a desired shape 

of the level set function, particularly a signed distance profile near the zero level set.DRLSE algorithm is used 

for Color images as well as grayscale blood cell images. 

 

References 
[1]. Chunming Li, Chenyang Xu, “Distance Regularized Level Set Evolution and Its Application to Image Segmentation” IEEE Trans. 

on Image Processing,vol.19,No.12,december2010  

[2]. J. Sethian, A Theory, algorithms and applications of Level Set methods for propagating interface. Cambridge University Press, 
Cambridge UK , 1995. 

[3]. Xujja Qin,Jionghui jiang ,Weihong wang “Canny Operator based level set segmentation algorithm for medical images,” 1-

4244,IEEE,pp.892-895,2007. 

[4]. Punam Thakare (2011) “A Study of ImageSegmentation and Edge Detection Techniques”,International Journal on Computer 

Science and Engineering, Vol 3, No.2, 899-904. 

[5]. E. Argyle. “Techniques for edge detection,” Proc. IEEE, vol. 59, pp. 285-286, 1971 [5] T. Schiemann, U. Tiede, K.H. Hohne, 
“Segmentation of the Visible Human for high Quality Volume-based Visualization”. Medical Image Analysis, 1(4) ,1997, pp.263-

270. 

[6]. S. Dellepiane, F. Fontana, G.L. Verrrazza, “Nonlinear Image Labeling for Multi-valued Segmentation”. IEEE Trans. on Image 
Processing, 5(3) ,1996, pp.429-446. 

[7]. S. Osher and J. Sethian, “Fronts Propagating with Curvature Dependent Speed: Algorithms Based On the Hamilton-Jacobi 

Formulation”. Journal of Computation physics, 79(1),1998,pp.12-49. 
[8]. J.Canny, “A Computational Approach to Edge Detection”. IEEE Transactions on Pattern Analysis and Machine  Intelligence, 

8(6),1986, pp.679-698. 

[9]. M. Sussman, P. Smereka, S. Osher, “A level set approach for computing solutions to incompressible two-phase flow”. Journal of 
Computation physics, 144(1), 1994 , pp.146-149. 

[10]. V. Torre and T. A. Poggio. “On edge detection”. IEEE Trans. Pattern Anal. Machine Intell., vol. PAMI-8, no.2, pp. 187-163, Mar. 

1986. 
[11]. T.A. Mohmoud; S.Marshal, “Edge –DetectedGuided Morphological Filter for Image sharpening,Hindawi Publishing orporation 

EURASIP Journal onimage and video Processing volume 2008. 

 


