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Abstract: Deep convolutional neural networks have shown remarkable performance in the field of face 

recognition tasks in recent years. The networks are continuously growing larger to better fit large amount 

training data thus increasing the complexity and vanishing gradient problem. It normally takes a lot of time and 

more computational power to train these deeper neural networks. This paper presents a Light CNN with 

multilevel residual network(L-MRN) to learn a compact embedding on the large scale face dataset without fine 

tuning. This network is designed to obtain better performance from Light CNN without increasing the number of 

parameters and computational costs. 
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I. Introduction 
The emergence of deep convolutional neural networks has greatly contributed to advancements in 

solving complex tasks [6, 4, 5, 7, 10, 14, 15] in computer vision with significantly improved performance. 

Various tasks like image classification, face recognition, object detection have benefited from CNNs. To 

achieve optimal accuracy, the scale of the training dataset for CNN has been consistently increasing. To fit this 

large amount of training data the CNNs have been growing larger, thus increasing the computational costs of the 

network. Increasing the network depth is known to improve the model capabilities, which can be seen from 

AlexNet [6] with 8 layers, VGG [15] with 19 layers, and GoogleNet [14] with 22 layers. However, increasing 

the depth can be challenging for the learning process because of the vanishing/exploding gradient problem [2], 

which hamper convergence from the beginning. When deeper networks start converging, a degradation problem 

has been exposed, with the network depth increasing, accuracy gets saturated and then degrades rapidly. 

Unexpectedly, such degradation is not caused by overfitting, and adding more layers to a suitably deep model 

leads to higher training error. 

Deep residual networks [22] avoid this problem by using identity skip-connections, which help the 

gradient to flow back into many layers without vanishing. The identity skip-connections facilitate training of 

very deep networks up to thousands of layers that helped residual networks win five major image recognitions 

tasks in ILSVRC 2015 [24] and Microsoft COCO 2015 [16] competitions. After the success of residual 

networks more and more variants of residual networks and architectures have been proposed [8, 9, 11, 12, 13, 

18, 19, 20, 21]. 

However, an obvious drawback of residual networks is that every percentage of improvement requires 

significantly increasing the number of layers, which linearly increases the computational and memory costs 

[22]. 

Very deep residual models will also suffer vanishing gradients and overfitting problems; Thus, the 

performance of thousands layer ResNets is worse than hundred-layer ResNets. Then the Identity Mapping 

ResNets (Pre-ResNets) [12] simplified the residual networks training by BN-ReLU-conv order. Pre- ResNets 

can alleviate the vanishing gradients problem, so that the performance of thousand-layer Pre-ResNets can be 

further improved.  

More and more residual network variants and architectures have been proposed, and they form a 

residual networks family together.  One of them is RoR [8], it adds level-wise shortcut connections upon 

original residual networks to promote the learning capability of residual networks. To dig the optimization 

ability of residual networks, RoR substitutes residual mapping of residual mapping for optimizing original 

residual mapping. RoR achieved better performance than ResNets by using the same number of layers on 

different data sets. RoR is not only suitable for original ResNets, but also fits in nicely with other residual 

networks. Any residual network can be improved by RoR. Hence, RoR has a good prospect of successful 

application on various image recognition tasks. 
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Deeper and deeper CNNs have been proposed to achieve better performance and the results of these 

models revealed the importance of network depth, but this increased the difficulty of training such deeper 

networks as the number of parameters increased and thus increasing the computational cost. To solve this issue 

LightCNN [1] was proposed, it introduced a Max-Feature-Map (MFM) operation to obtain a compact 

representation and perform feature filter selection. Light CNN networks are carefully designed to obtain better 

performance meanwhile reducing the number of parameters and computational costs. MFM operation is a 

special case of maxout to learn a Light CNN with a small number of parameters. Compared to ReLU whose 

threshold is learned from training data, MFM adopts a competitive relationship so that it has better 

generalization ability and is applicable on different data distributions. In the context of CNN, MFM operation 

plays a similar role to local feature selection in biometrics. MFM selects the optimal feature at each location 

learned by different filters. It results in binary gradient (1 and 0) to excite or suppress one neuron during back 

propagation. This model leads to better performance in terms of speed and storage space. 

In this paper we propose a network combining the features of Light CNN and RoR, we add level-wise 

shortcut connection to the Light CNN architecture. Although this approach seems quite simple, it is surprisingly 

effective in practice and achieves good performance. We hypothesize that the residual mapping of residual 

mapping will optimize the ability of LightCNN by adding a few identity shortcuts without increasing the layers 

of LightCNN.   

The remainder of the paper is organized as follows. Section II illustrates the proposed L-MRN framework. 

Experimental results and analysis are discussed in Section III, leading to conclusion in Section IV. 

 

ARCHITECTURE: 

In this section, we discuss the architecture of our proposed L-MRN network. Our basic network 

architecture is same as proposed in LightCNN [1]. The LightCNN is based on MFM operation, which is a 

special case of maxout to learn a network with small number of parameters. MFM adopts a competitive 

relationship by choosing more competitive nodes from previous convolution layers by activating the maximum 

of two feature maps. MFM perform feature selection and facilitate to generate sparse connections.  

Residual blocks are added to the 29-layer Light CNN network. The residual blocks contain two 3 x 3 

convolutional layers and two MFM operations without batch normalization.Although batch normalization is 

efficient to accelerate the convergence of training and avoid overfitting, in practice, batch normalization is 

domain specific which may be failed when test samples come from different domains compared with training 

data. Besides, batch statistics may diminish when the size of training minibatches are small. Fully connected 

layer is employed instead of the global average pooling layer on the top, because while training input images are 

all aligned, so that each node for high-level feature maps contains both semantic and spatial information which 

may be damaged by the global average pooling. 

The basic idea of Resnet block is that residual mapping is easy to optimize. It skips blocks of 

convolutional layers by using shortcut connections to form shortcut blocks. RoR [8] adds more level-wise 

shortcut connection upon these residual blocks. We add this level-wise shortcut connection to LightCNN 

framework. Table I Shows the architecture of Light CNN framework and Fig.1. Shows how we add the level-

wise shortcut connections to it. 

We used shortcut level number of m = 3 as it gave the best results as compared to others. Level 3 

resblock is the basic resblock as given in LightCNN architecture. We don’t add shortcuts by dividing each 

resblock group equally like RoR as LightCNN architecture is different from basic network architecture, we add 

Level-2 shortcuts after every max-pooling layer. Finally, the root or Level-1 shortcut connection is added after 

Initial Block as shown in Fig.1. Projection shortcuts (done by 1 x 1 convolutions) are used for increasing 

dimensions, while other shortcuts are identity connections. 

 

II. Methodology 
Table 1: The Architectures Of The Light Cnn-29 Model. 

Block Names Type Filter Size/Stride, 
Pad 

Output Size 

Initial Block Conv 5 x 5/1,2 128 x 128 x 96 

MFM - 128 x 128 x 48 

POOL1 Pool 2 x 2/2 64 x 64 x 48 

RESBLOCK1 Conv 
 
3 𝑋 3/1,1 
3 𝑋 3/1,1

  x 1 
64 x 64 x 48 

GROUP1 Conv 1 x 1/1 64 x 64 x 96 

MFM - 64 x 64 x 48 

Conv 3 x 3/1, 1 64 x 64 x 192 

MFM - 64 x 64 x 96 

POOL2 Pool 2 x 2/2 32 x 32 x 96 
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RESBLOCK2 Conv 
 
3 𝑋 3/1,1 
3 𝑋 3/1,1

  x 2 
32 x 32 x 96 

GROUP2 Conv 1 x 1/1 32 x 32 x 192 

MFM - 32 x 32 x 96 

Conv 3 x 3/1, 1 32 x 32 x 384 

MFM - 32 x 32 x 192 

POOL3 Pool 2 x 2/2 16 x 16 x 192 

RESBLOCK3 Conv 
 
3 𝑋 3/1,1 
3 𝑋 3/1,1

  x 3 
16 x 16 x 192 

GROUP3 Conv 1 x 1/1 16 x 16 x 384 

MFM - 16 x 16 x 192 

Conv 3 x 3/1, 1 16 x 16 x 256 

MFM - 16 x 16 x 128 

RESBLOCK4 Conv 
 
3 𝑋 3/1,1 
3 𝑋 3/1,1

  x 4 
16 x 16 x 128 

GROUP4 Conv 1 x 1/1 16 x 16 x 256 

MFM - 16 x 16 x 128 

Conv 3 x 3/1, 1 16 x 16 x 256 

MFM - 16 x 16 x 128 

POOL4 Pool 2 x 2/2 8 x 8 x 128 

Fc1 Fc1 - 512 

MFM_Fc1 MFM_fc1 - 256 

 

 
Figure 1: L-MRN Architecture 

 

III. Performance Evaluation 
Our experiment shows that L-MRN framework converges faster than Light CNN framework and has 

better accuracy. To train the L-MRN, we randomly select one face image from each identity in the dataset as the 

validation set and the remaining images as the training set. PyTorch, an open source deep learning framework is 

employed to implement the model. MS-Celeb-1M dataset is used to train the model. Like LightCNN we also use 

gray scale face images instead of RGB image for both training and testing purpose. The face images are aligned 
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to 144 x 144 by the five landmarks [23] and then randomly cropped to 128 x 128 as inputs as shown in fig.2. 

Besides, each pixel (ranged between [0, 255]) is divided by 255. 

 

 
Figure 2: FACE-ALIGNMENT 

 

It is important to choose a suitable number of shortcut levels for a satisfying performance. The more 

shortcut levels chosen, the more branches and parameters are added and thus increase the computational cost 

and storage space. Also, the overfitting problem will be exacerbated, and the performance may decrease. 

Therefore, for knowing the best number of levels we conducted some experiments by varying the shortcut 

levels. The improvement will be less obvious if the number of levels is too small or too high. After 

experimenting with the different shortcut levels, we found that shortcut level m=2 didn’t gave much difference 

than the original network. Level m=3 and m=4 gave nearly same results, but level 3 gave best performance 

considering that the number of parameters in level 4 increased. After further increasing the levels, the 

performance started degrading. So, we chose that m=3 will be the best shortcut-level number for L-MRN. Our 

L-MRN network achieves 99.25% accuracy on MS-CELEB-1M dataset without fine tuning, which is slightly 

better than Light CNN. 

Fig.3. shows how rapidly the accuracy of L-MRN increases than Light CNN, showing that our 

framework converges faster than the Light CNN framework while training without increase in the number of 

parameters of the network. 

 
Figure 3: Accuracy of LCNN and L-MRN while training on MS-CELEB-1M dataset. 

 

IV. Conclusion 
In this paper, we have developed a Light CNN with multilevel residual network (L-MRN) framework 

to learn a robust face representation. Inspired by RoR we added level wise shortcut connections to the 

LightCNN framework and increased the efficiency of LightCNN network. Results shows that our L-MRN 

framework converges faster than LightCNN network without increasing the number of parameters. 
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