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Abstract: In modern days with the increase of social networking mediums so many digital images are uploaded 

every day to access this very large image collection New technology introduced that is the Content Based Image 

Retrieval which is Image mining system. Due to the enormous increase in image database sizes as well as its 

vast deployment in various applications, the need for CBIR development arose. The need to find a desired image 

from a large collection is shared by many professional groups, including journalists, design engineers and art 

historians. Content-based image retrieval (CBIR) is an important research area for manipulating large amount 

of image databases and archives. CBIR implements retrieval based on the similarities described in terms of 

extracted features with more goodness. In this paper, dynamic content-based image search and retrieval is 

conferred called feature extraction method. The perceptible contents of an image such as texture & color 

feature extractions are availed in CBIR. CBIR requires feature extraction and computation of similarity. The 

Haar wavelet transform is used for texture feature extraction, and for color feature extraction   use color 

moments. The distance between the query image features and the database images features is computed. 

Experiment results reflect the importance of the Haar wavelet transform and color moments in the performance 

of proposed CBIR method. 
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I. Introduction 
The aim of the paper is to solve the problems of retrieval of images from a large databases. It is not 

possible to annotate each image in a large database of images. Hence rather than using the metadata, such as 

keywords, tags & annotations associated with that image we use input as a image, and the output is similar 

images from the databases. The goal of Content-Based Image Retrieval (CBIR) systems is to operate on 

collections of images and, in response to visual queries, extract relevant image. The application potential of 

CBIR for fast and effective image retrieval is enormous, expanding the use of computer technology to a 

management tool.[4] 

While the requirements of image users can vary considerably, it can be useful to characterize image 

queries into three levels of abstraction: primitive features such as color or shape, logical features such as the 

identity of objects shown and abstract attributes such as the significance of the scenes depicted. While CBIR 

systems currently operate effectively only at the lowest of these levels, most users demand higher levels of 

retrieval. Users needing to retrieve images from a collection come from a variety of domains, including crime 

prevention, medicine, architecture, fashion and publishing. Remarkably little has yet been published on the way 

such users search for and use images, though attempts are being made to categorize users’ behavior in the hope 

that this will enable their needs to be better met in the future. Attempts are also going on integrating the search 

for all kind of images and combining all above mentioned feature vectors for comparison and retrieval so as to 

achieve the best possible efficiency 

 

II. Texture 

An image texture is a set of metrics calculated in image processing designed to quantify the perceived 

texture of an image. Image texture gives us information about the spatial arrangement of color or intensities in 

an image or selected region of an image.[5]Image textures can be artificially created or found in natural scenes 

captured in an image. Image textures are one way that can be used to help in segmentation or classification of 

images. To analyze an image texture in computer graphics, there are two ways to approach the issue: Structured 

Approach and Statistical Approach. 

 

2.1. Texture Segmentation 

The use of image texture can be used as a description for regions into segments. There are two main 

types of segmentation based on image texture, region based and boundary based. Though image texture is not a 

perfect measure for segmentation it is used along with other measures, such as color, that helps solve 

http://en.wikipedia.org/wiki/Segmentation_(image_processing)
http://en.wikipedia.org/wiki/Segmentation_(image_processing)
http://en.wikipedia.org/wiki/Segmentation_(image_processing)
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segmenting in image. Region Based Attempts to group or cluster pixels based on texture properties together. 

Boundary Based Attempts to group or cluster pixels based on edges between pixels that come from different 

texture properties In this paper we are going to use region based technique. 

 

III. HAAR WAVELATE Transform 
The Haar transform is the simplest of the wavelet transforms. This transform cross-multiplies a 

function against the Haar wavelet with various shifts and stretches. The Haar transform is one of the oldest 

transform functions, proposed in 1910 by the Hungarian mathematician Alfréd Haar. It is found effective in 

applications such as signal and image compression in electrical and computer engineering as it provides a 

simple and computationally efficient approach for analysing the local aspects of a signal.The Haar transform is 

derived from the Haar matrix.[3] An example of a 4x4 Haar transformation matrix is shown below. 
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The Haar transform can be thought of as a sampling process in which rows of the transformation matrix act as 

samples of finer and finer resolution.The Haar transform has the following properties 

1. No need for multiplications. It requires only additions and there are many elements with zero value in the 

Haar matrix, so the computation time is short. It is faster than Walsh transform, whose matrix is composed of +1 

and −1. 

2. Input and output length are the same. However, the length should be a power of 2, i.e. NkN k  ,2  

3. It can be used to analyze the localized feature of signals. Due to the orthogonal property of the Haar function, 

the frequency components of input signal can be analyzed. 

 

3.1Color Moment 

We use color moments for color feature extraction. The basis of color moments lies in the assumption 

that the distribution of color  in an image can be interpreted as a probability distribution.[4] Probability 

distributions are characterized by a number of unique moments (e.g., normal distributions are differentiated by 

their mean and variance). Computing color moments is done in the same way as computing moments of a 

probability distribution. 

 

Mean 

The first color moment can be interpreted as the average color in the image and can be calculated by using the 

following formula: 
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       where: N = number of pixels in the image,  pij= value of the j-th pixel of the image at the i-

th color channel. 

 

Standard Deviation 

The second color moment is the standard deviation, which is obtained by taking the square root of the variance 

of the color distribution. 
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 Where  Ei  = mean value, or first color moment, for the i-th color channel of the 

image 

Skewness 

 The third color moment is the skewness. 
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Kurtosis 

  The fourth color moment, and, similarly to skewness is kurtosis, it provides information about the 

shape of the color distribution. More specifically, kurtosis is a measure of how flat or tall the distribution is in 

comparison to normal distribution [17]. 

http://en.wikipedia.org/wiki/Wavelet_transform
http://en.wikipedia.org/wiki/Alfr%C3%A9d_Haar
http://en.wikipedia.org/wiki/Walsh_transform
http://en.wikipedia.org/wiki/Orthogonal
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where μ is the mean of x, σ is the standard deviation of x, and E(t) represents the expected value of the 

quantity t. Color moments can be computed for any color model. Three color moments are computed per 

channel (e.g. 9 moments if the color model is RGB and 12 moments if the color model is CMYK). Computing 

color moments is done in the same way as computing moments of a probability distribution.We get nine 

numbers—twelve moments for each color channel as color features for each of the image. 

 

3.2 Similarity Measures and Distance 

The similarity between two images is computed by calculating the distance between feature 

representation of the query image and feature representation of the image in the dataset. We have used Canberra 

distance and city block distance for distance calculation of the feature vectors.[6] If the distance between feature 

representation of the query image and feature representation of the database image is small, then it is considered 

similar. 

 

3.2.1. Canberra distance 

The Canberra distance is a numerical measure of the distance between pairs of points in a vector space.[7] The 

Canberra distance d between vectors p and q in an n-dimensional real vector space is given as follows: 
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3.2.2 City Block Distance: A function of the similarity between two image distributions is defined as the sum of 

the weighted differences between the moments of the two distributions. Formally this is, 
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Where 

(H,I)          : are the two image distribution being compared    i : is the current channel index    r : is the number 

of channels 

Ei
1
,Ei

2            
: are the first moments of two image distributions 

 

3.2.3 Combining the Features 

We will work with two feature extraction methods, Haar wavelets for   texture feature extraction, and 

color moments for color feature extraction. Using only a single feature for image retrieval may be inefficient. To 

produce efficient results, we will combine the two features by adjusting appropriate weights. Similarity between 

two images is computed by calculating the distance between the feature vectors of the two images. In our paper, 

we calculate two distances from two feature vectors for each image.[4] Then the final distance is calculated by 

combining weights with those two distances. The final distance between the query image and the image in the 

database is calculated as follows: 

                 d = d1* w1+ d2* w2 

Where: 

d1=calculated distance using Haar wavelet features 

w1=weight for Haar wavelet features 

d2=calculated distance using Color features 

w2=weight for Color features 
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3.4 CBIR 

                                                                              
 Figure 1. A CBIR system block diagram 

 

  CBIR systems work in the following way.[1] In CBIR system an user gives an input as a query image 

from which a feature vector is extracted, then feature vector is also computed for each image in the database and 

the set of all feature vectors is organized as a database index. When similar images are searched with a query 

image, a feature vector is extracted from the query image and is matched against the feature vectors in the 

database. Differences between the various systems lie in the features they extract and the algorithms used to 

extract those features.[11] Whose difference distance is lesser that image is displayed as the relevant output 

images from the databases as the results. 

 

IV. Result 
The images in the database are classified into 18 classes and each class contains 30 images. Retrieved 

image is considered matched if it is in the same category as a query image. The three methods which are 

implemented are Texture Feature Extraction Method, Color Feature Extraction Method, and Combination of 

both (Texture + Color Feature). 

The performance of a CBIR system can be measured in terms of its precision and recall. Precision 

measures the retrieval accuracy; it is the ratio between the number of relevant images retrieved and the total 

number of images retrieved. Recall measures the ability to retrieve all relevant images in the database. It is the 

ratio between the number of relevant images retrieved and all of the relevant images in the database 

 
 
      Database 

 
Texture Feature 

 
         Color Feature 

 
(Texture + Color Feature) 

 Precision(%) Recall(%) Precision 
(%) 

Recall(%) Precision 
(%) 

Recall 
(%) 

1) Bungalows 78.97% 53.33% 51.72% 53.33% 55.22% 56.41% 

2) Bridges 93.75% 76.67% 62.50% 66.67% 75% 70% 

3) Lakes 46.87% 43.33% 65.21% 53.33% 75% 60% 

4) Forts 41.11% 40.04% 62.50% 56.67% 75% 63% 

5) Dinosaurs 83.31% 76.67% 98% 93.33% 98% 93.33% 

6) Roses 93% 66.67% 60.12% 60.54% 68.18% 63.33% 

7) Buses 83.35% 56.67% 78.98% 53.33% 93.75% 53.37% 

Table 1: Precision and Recall Table 

 

We extracted the Texture Features and Color Features separately, and then we experimented with the 

CBIR system by using a combination of both the features. Table 1 show the Precision and Recall values of the 

Texture feature, Color feature and combination of both the features of database images of different classes. 

 

4.1 Texture Feature Result 

The Figure.2. Shows the result of Texture Feature Extraction method. We have taken a query image number 255 

from the database and system retrieves the most similar images from the database. 
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Figure 2. Texture Feature Extraction Result     Figure 3. Precision Vs Recall Graph for Texture Feature   

Extraction                   . 

                                        

   
Figure 04. Color Feature Extraction Result.      Figure 05. Precision Vs Recall Graph for Color Feature 

Extraction 

 

                 

 
Figure 06. Combined (Texture + Color) Feature Extraction Result      Figure 07. Precision Vs Recall Graph for 

Combined (Texture + Color) Feature Extraction 

 

V. Conclusion 
  In this paper, we have proposed an efficient CBIR method based on the Texture feature extraction 

using Haar wavelet transform and Color feature extraction using color moments. We have included a database 

of 540 images containing 18 classes each of 30 images. Performance is measured using precision and recall 

measures for comparison. In distance calculation, Canberra distance gives better result for texture feature 
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extraction and City block distance is efficient for extracting color feature. In most of the retrievals feature 

extraction using Haar wavelet transform gives better result than Color moment used for Color feature extraction. 

Hence Haar wavelet transform gives better result than color moment. Combination of both texture and color 

feature gives better result than all other methods.  
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