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Abstract: This paper proposed a novel framework for big data summarization,. The proposed framework works 

in four stages and gives a measured execution of various records outline. In this paper we proposed modified 

clustering algorithm and semantic approach for big summarization. The exploratory outcomes utilizing Iris 

dataset demonstrate that the proposed modified k-means algorithm performs superior to  K-means and K-

medodis algorithm. The execution of Big Data synopsis is assessed utilizing Australian legal cases from the 

Federal Court of Australia (FCA) database. The experimental results demonstrate that the proposed method can 

summarize the big data document superior as compared with existing systems. 
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I. Introduction 
Big data bring new challenges to data mining because large volumes and different varieties must be 

taken into account. Big Data can be portrayed by three V: volume (a lot of information), Veracity (incorporates 

distinctive sorts of information), and Velocity (continually gathering new information) [1].The common 

methods and tools for data processing and analysis are unable to manage such amounts of data, even if powerful 

computer clusters are used[3,4]. To analyze big data, many new data mining and machine learning algorithms as 

well as technologies have been developed. So, big data do not only yield new data types and storage 

mechanisms, but also new methods of analysis. When dealing with big data, a data clustering problem is one of 

the most important issues [5]. Often data sets, especially big data sets, consist of some groups (clusters) and it is 

necessary to find the groups [6]. Clustering methods have been applied to many important problems, for 

example, to discover healthcare trends in patient records, to eliminate duplicate entries in address lists, to 

identify new classes of stars in astronomical data, to divide data into groups that are meaningful, useful, to 

cluster millions of documents or web pages. To address these applications and many others a variety of 

clustering algorithms has been developed. There exist some limitations in the existing clustering methods; most 

algorithms require scanning the data set for several times, thus they are unsuitable for big data clustering. There 

are a lot of applications in which extremely large or big data sets need to be explored, but which are much too 

large to be processed by traditional clustering methods. Summarizing large volume of text is a challenging and 

time consuming problem particularly while considering the semantic similarity [7] computation in 

summarization process.  

The proposed system a Scalable Framework for Big Data Summarization using modified K-means 

clustering on Map reduced framework [8] Approach (BDS-MKM) provides the solution of these problems.  In 

this chapter modified k-means clustering algorithm is used for big data summarization. The proposed system 

works in four phases and provides a modular implementation of multiple documents summarization. The 

experimental results using Iris dataset show that the proposed clustering algorithm performs better than K-

means and K-medodis algorithm. The performance of big data summarization is evaluated using Australian 

legal cases from the Federal Court of Australia (FCA) database. The experimental results demonstrate that the 

proposed method can summarize the big data document superior as compared with existing systems. 

This paper is organized as follows. Section II present related work for Big data Summarization Section 

III describes framework BDS-MKM. Section IV illustrates experimental setup of the proposed data 

summarization system. This section also gives performance evaluation with the existing algorithms. At last we 

conclude the chapter.  

 

II. RELATED WORK 
Gong and Liu proposed rundown technique utilizing LSA (Latent Semantic Analysis). This technique 

separates the imperative sentence which has the biggest list an incentive concerning the essential particular 

vector by LSA [9]. Zha utilized the shared fortification rule (MRP) and sentence bunching for the bland 
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rundown. Their technique bunches sentences of records into a few topical gatherings by sentence grouping 

strategy. And after that, sentences are removed from each topical gathering by saliency scores utilizing the MRP 

(i.e., altered LSA strategy) [10]. Yeh et al. proposed the outline technique utilizing LSA and the content 

relationship delineate). Their technique finds semantic sentences utilizing LSA. TRM is developed by the 

semantic sentences, and the imperative sentences are extricated by the quantity of connections in TRM [11]. Li 

et al. broadened the bland multi-record outline utilizing LSA for the question based report synopsis [12]. Han et 

al. proposed a content rundown strategy utilizing importance criticism with inquiry part (i.e., a question 

development process by part the underlying question into a few pieces) [13]. Diaz and Gervas proposed a thing 

outline strategy for the personalization of news conveyance frameworks. The technique utilizes three expression 

determination heuristics that construct rundowns utilizing two nonexclusive synopses and one customized 

synopsis relying upon RF from news things [14]. Additionally, they proposed a programmed customized 

rundown utilizing a mix of non specific and customized techniques. Their non specific rundown strategies join 

the position technique with the topical word strategy. Their customized strategy chooses those sentences of a 

record that are most applicable to a given client display [15]. Kumar et al. created customized outlines utilizing 

non specific and client particular techniques in light of likelihood. This technique extricates the best positioning 

sentences by methods for the nonexclusive sentence scoring and the client particular sentence scoring [16]. Ko 

et al. proposed a web bit era strategy from website pages utilizing PRF and an inquiry one-sided synopsis in 

view of the likelihood demonstrate [17]. Li and Chen separated customized content bits utilizing the likelihood 

succession investigation and the shrouded Markov show [18]. S. Stop et al. are proposed the archive rundown 

techniques utilizing sentence positioning relying upon the semantic highlights of the NMF [19, 20, 21]. 

 

III. BDS-MKM FRAMEWORK 
Big data not only refers to datasets that are large in size, but also covers datasets that are complex in 

structures, high dimensional, distributed, and heterogeneous. An effective framework when working with big 

data is through data summaries, such as data integration, data redundancy, and etc. Instead of operating on 

complex and large raw data directly, these tools enable the execution of various data analytics tasks through 

appropriate and carefully constructed summaries, which improve their efficiency and scalability The Fig. 1 

depicts the architecture of proposed system with its essential components. The working of proposed data 

summarization is described below in detail. 

 

Figure 1: Architecture of BDS-MKM 

 
 

3.1 Data Clustering using modified K-means algorithm 

The first stage is the document clustering stage where clustering technique is applied to the multi 

document data collection to create the document clusters. The purpose of this stage is to group the similar 

documents for making it ready for summarization and ensures that all the similar set of documents participates 

in a group of summarization process. For big data summarization highly scalable clustering algorithms are 

required which deals with large databases and different kinds of attributes. The algorithm should be capable to 

be applied on any kind of data such as interval-based (numerical) data, categorical, and binary data. The 

clustering algorithm should not only be able to handle low-dimensional data but also the high dimensional 

space. The varieties of clustering algorithm are available like K-means, K-medoids which has some limitations. 

All these clustering algorithm centroids are initially selected by the user. Therefore, performance of these 

algorithms depends on this manual selection of centroids. It works inefficiently for large data sets due to its 

complexity. This is the major motivation behind the work presented in this chapter.  The proposed clustering 

algorithm initially calculates centroids appropriately; this results in the proper creation of the clusters.  

The proposed modified K-means clustering algorithm consists of three steps, determining the centroids, 

grouping and removing grouped patterns. These three steps are described below in detail. The number of 
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clusters constructed depends on the user defined parameters   and  , called as centroid and grouping factors, 

respectively and the values of these parameters are problem dependent. Assume  PhRR h ,..,2,1|   

where  hnhhh rrrR ,...,, 21  is the n-dimensional h
th

 pattern belonging to the set R containing P 

patterns to be clustered  

(i) Determining the centroid: To determine the centroid of the cluster, all the patterns are applied to each of the 

pattern and the patterns having Euclidian distance less than or equal to   are counted for all the patterns. If hR  

is the pattern with the maximum count then it is selected as the centroid of the cluster. 

(ii) Grouping: The patterns which are falling around the centroid and having the Euclidian distance less than or 

equal to   are bunched in a cluster. The centroid of the cluster is recalculated by calculating the average of all 

the patterns bunched in a cluster. Thus the cluster boundaries are governed by the value of grouping factor. 

(iii) Removal of the grouped patterns in a cluster: The patterns included by created cluster in the previous step 

are eliminated. Thus, the next pass uses unclustered pattern set consisting of remaining patterns for clustering. 

These three steps are repeated till all the patterns are clustered.  Let pR , cR  and nR  represent set of patterns 

used in the current pass, set of patterns clustered in the current pass and set of patterns that will be used in the 

next pass, respectively. Then nR  can be described as, 

 cnpnncpn RRRRRRRR  and|             (1)                         

The nR  calculated in the current pass becomes pR  for the next pass. The steps described above are repeated 

until all the patterns are clustered and the process stops when nR becomes empty 

3.2 Data Generalization  

Data generalization is process that abstracts a large set task relevant data from low conceptual to high 

conceptual level for better prediction and summarization. The goal is to find short descriptions of the members 

of a collection that enable efficient processing of large collections while preserving the essential statistical 

relationships that are useful for basic tasks such as classification, novelty detection, and similarity and relevance 

judgments. The first challenge is database Enrichment for the purpose of effective data generalization. The 

second challenge is the generalization process, if automatized, must be controlled by some decision system. The 

system usually makes a decision based on the set of attributes describing data being generalized. The challenge 

of selecting the right attributes to control generalization process may be as important as creation of decision 

system using those attributes.  To efficiently data generalization we, LDA topic modeling technique is proposed 

to each individual document cluster to generate the cluster topics and terms belonging to each cluster topic. 

Step1: For each cluster get the documents it contains   and extract the text collection from these documents. For 

each },.........,{ 21 ni CCCC  cluster   

Step 2: Extract the documents iC  as },.........,{
21 inii DDD . For each document extract and merge the text from the 

text collection. }{ ijij DTextTextText   

 Step 3: Apply LDA topic modeling to these collection and get the list of topics for the cluster iC   as  

},.........,{
211 iikiii TTTT   

Step 4: Integrate the topics of all the clusters for each cluster   },.........,{ 21 ni CCCC    

Step 5: Extract the topics discovered by LDA in the documents in  as },.........,{
211 iikiii TTTT   

 Step 6: For each document extract the text and computer the text collection. 

              }{ iij TTTopicsTopics   

 

3.3 Semantic term Identification  

Semantic term identification presents the data in a more efficient manner and makes it useful for a 

source of knowledge discovery and comprehension, for example by making search engines work more quickly 

and efficiently. Data representations play an important role in the indexing of data, for example by allowing data 

points/instances with relatively similar representations to be stored closer to one another in memory, aiding in 

efficient information retrieval. However, the high-level abstract data representations need to be meaningful and 

demonstrate relational and semantic association in order to actually confer a good semantic understanding and 

comprehension of the input. To enable the discovered patterns/results to be useful domain knowledge, the data 

analysts must provide process how global frequent terms are generated from the collection of multiple 

documents. For frequent terms generation of the multiple documents in each cluster, we proposed new 
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process/algorithm based on the principle that data (words) that are used in the same contexts tend to have similar 

meanings.   

In this stage, semantic similar terms are computed for each topic term generated in previous stage. 

WordNet Java API [22] is used to generate the list of semantic similar terms. The semantic similar terms are 

generated over the MapReduce framework and the generated semantic terms are added to the vector. Semantic 

similar term finding is an intensive computing operation. It requires going through with the vocabulary and 

synonyms data for the given term in the hierarchy of semantic relationship. MapReduce framework is utilized 

efficiently for handling this operation. The Mapper computes the semantic similar terms for each topic term 

generated by the document cluster and reducer aggregate these terms and counts the frequencies of these terms 

(topic terms and semantic similar terms of topic terms)[23] aggregately. The mapper and reducer for semantic 

terms generation from cluster topic terms is presented as follows 

//  Mapper: 

a. for each keyword term in keyword list {K1, K2, ……….Kn} 

b. get the semantic similar term KSi= ComputeSematicSimilar(Ki) 

             (Pass the term Ki in wordnet API and extract smilar term in the set KSi) 

c. for all keyword n, n € KSi present all document D do. 

 

// Reducer: 

d. For each keyword K, count {C1,C2, ……….Cn} 

e. Initialize the sum term of keyword frequency as 0. 

f. For all count C € count {C1,C2, ……….Cn} do 

g. Update count sum=sum+C; 

h. Count sum. 

 

3.4 Remove Data redundancy & Summarization 

Data redundancy aims to reduce redundant information in data to save the consumption of resources 

such as storage space or I/O bandwidth, and therefore this technique has very important application in the areas 

of data summarization.  In the last stage, the original text document collection is distributed over the Mappers 

and using parsing techniques, sentences are extracted from individual document by the Mappers. The sentences 

which are consisting of the frequent terms and its semantic similar terms are filtered from the original text 

collection and added to the summary document (in other words the filtered terms participates in the summary 

document). The final summary is generated after traversing all the documents in the document collections.  The 

steps are as follows: 

Step 1: Select one document at a time from the document collection. For each      },.........,{ ,2,1 nDDDD . 

Step 2: Extract the sentences from Document D as  2,1 ii SS ,  using parsing. 

Step 3: If contains the term present in TSi  filter redundant sentences   Sik.  containing the terms  and add it to 

Vector.  ){
ki

SVectorVector   

Step 4: Integrate all the filtered sentences and Produce a single document presenting  }{ ikSSummarySummary  . 

 

IV. Experiments 
The implementation is carried using the Java based open source technologies. The LDA 

implementation is performed using MALLET API  and the Map Reduce implementation is performed using 

Hadoop API. A textual corpus of around 4000 legal cases for automatic summarization is selected for 

performing the experiments; the dataset is available on UCI machine learning repository. 

https://archive.ics.uci.edu/ml/datasets/Legal+Case+Reports. The dataset contains Australian legal cases from the 

Federal Court of Australia (FCA) all files from the year 2006, 2007, 2008 and 2009. The dataset is earlier used 

in the work of Galgani et al. [89-90]. The experiments are performed over the dual core processor based systems 

with CPU speed 2.8 GHz, 4 GB of RAM and 1.333 GHz bus clock in Windows XP operating system. The 

systems (up to four nodes) are interconnected over a 50 Mbps Local Area Network (LAN). 

 

4.1 Performance evaluation of clustering algorithms using   Iris dataset 

In order to check the performance of the proposed clustering algorithm, the algorithm is first applied to 

real data set, „Iris‟ data, whose true classes are known. The Iris data set is available in UCI repository 

ftp://www.ics.uci.edu/ pub/machine-learning-databases/. The performance was measured by the accuracy which 

is the proportion of objects that are correctly grouped together against the true classes. To investigate the 

performance more objectively, a simulation study was carried out by generating artificial data sets repetitively 

and calculating the average performance of the method. 

ftp://www.ics.uci.edu/ pub/machine-learning-databases/
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The proposed modified K-means method, K-means, and  K-medodis are applied to create three clusters using 

this data without the class information. The class of an object cannot be predicted by a clustering algorithm but 

it may be estimated by examining the cluster result for the class-labeled data. TABLE 3.1 show the confusion 

matrices by K-means , K-medodis methods and proposed modified k-means method.  

 
TABLE 3.1: Cluster result of Iris data by the proposed and traditional methods 

Algorithms 

 Clustering Performance for each set 

Set 1 

(Setosa) 

Set 2 

(Versicolor) 

Set 3 

(Virginica) 

K-means  100 % 63% 52% 

K- medoids 100% 67% 64% 

Proposed 

Modified K-

mean 

100 % 68% 65% 

 
4.2 Performance evaluation of big data summarization using UCI machine learning 

Precision, Recall and F-Measure are among the simplest evaluation approaches available that measure 

the relevance of a summary by the relevance of the sentences it contains. Precision (P) is the number of 

sentences appearing in both the system summary and the reference summary divided by the number of sentences 

in system summary. Recall (R) is the number of sentences occurring in both system and reference summaries 

divided by the number of sentences in the reference summary. F-Score is a composite combining both P and R. 

The F-Score can be computed with the following formula: 

RP

PR
F






2

2)1(



                              (2) 

where β is a weighting variable that is adjustable to affect precision and recall. The Precision/Recall measure is 

not without its limitations.  

Recall Oriented Understudy for Gisting Evaluation (ROUGE) was proposed in 2003 [96] at the 

Information Science Institute. It is roughly based on BLEU but focuses on recall instead. Also, it measures 

words overlaps in sequences and was found to correlate better with human evaluations than many other systems. 

ROUGE-N is an n-gram recall between a candidate summary and set of reference summaries. ROUGE 

measures include several automatic evaluations such as ROUGH-N, ROUGH-L, ROUGH-W, ROUGH-S, 

ROUGH-SU  

ROUGE-N is an n-gram recall computed as given in the 

 
 


)(

)(

}.{Re

}.{Re

nesgramSummfSe

nmatchesgramSummfSe

gramCount

gramCount
NROUGH

n

n

                 (3) 

where n represents the length of the n-gram, and ref represents the reference summaries. )( nmatch gramCount  

represents the number of n-grams co-occurring in a candidate and the reference summaries, and 

)( ngramCount represents the number of n-grams in the reference summaries. ROUGE-L measure uses the 

longest common subsequence (LCS). In this work the average precision, recall and F-measure scores generated 

by ROUGE-1, ROUGE-2, and ROUGE-L are used to measure the performance of the summaries and to 

compare the presented algorithm over the MapReduce framework 

 

4.3 Result Analysis  

We have implemented three different summarization method such as LSA , BDS and proposed BDS-

MKM system . LSA presented by Gong and Liu‟s summarization method using latent semantic analysis in 2001 

and BDS explored by Yoo-Kang et al in 2014.  

The scalability is calculated using different nodes and different numbers of text document reports for 

generating the summary using the proposed MapReducer based summarizer. Scalability tends to increase in 

proportion to the number of text documents with maximum numbers of nodes. The scalability of the proposed 

work is also supported by the Amdahl‟s law. As per the Amdahl‟s law , the optimal speedup possible for a 

computation is limited by its sequential components. If f is the fraction of the computational task then the 

theoretically maximum possible speedup for N parallel resources is: 








 




N

f
f

SN
1

1                             (4) 

The scalability of the proposed work in MapReduce framework up to four nodes is shown in the fig 2. 
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Figure 2: Scalability of Map Reducer based Summarizer 

 

Fig.3 illustrated Precision (P), Recall (R) and F-measure (F) for ROUGE-1, ROUGE-2 and ROUGE-L for all 

three summarization approaches 

 
Figure 3: ROUGE evaluation results of LSA, BDS and BDS-MKM for the different cases 

 

V. Conclusions 
This paper describes A Scalable Framework for Big Data Summarization using modified K-means 

clustering on Map reduced framework approach. The result from various simulations using Iris data set shows 

that the proposed modified K-means clustering algorithm performs better than K-means and K-medoid 

clustering, which helps to improve scalability and F-measure. Traditional  document  summarization  methods  

are  restricted  for  summarizing  suitable  information  from  the  big  document  data where as in the proposed 

big data summarization which  the  information  is summarized from a big document data. F-score and Time 

complexity of proposed system is better than LSA and BDS. 
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