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Abstract: Clustering is the task of dividing the population or data points into a number of groups such that 

data points in the same groups or some similar to the other data points in the similar group than those in other 

groups. In this paper four clustering algorithm are described Expectation–maximization (EM) algorithm, 

Hierarchical algorithm, Density based algorithm, simple k-means algorithm. These algorithms were 

implemented in two different dataset. The data set were divide the entire dataset under different labels with 

similar data points into one cluster. The dataming algorithms are compared in the clustering data using weka 

tool 
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I. Introduction 
 Data Mining is extracting information from huge sets of data.  This data is of no use until it is 

transformed into valuable information. Data mining will involves in the effective data collection and 

warehousing as well as computer processing. To segmenting the data and  to evaluating the probability of the  

future events, the data mining uses will sophisticated the mathematical algorithms. Data mining is  known as 

Knowledge Discovery in Data (KDD).   

  Clustering algorithms are often practical in different fields like data mining, learning theory, pattern 

recognition to discover clusters in a set of data. Clustering is an unsupervised learning method used for grouping 

elements or data sets in such a manner that elements in the same group are more similar (in some manner or 

another) to each other than to those in extra groups. These groups are known as clusters. The Clustering is the 

subject of active- research in several fields as like statistics, pattern recognition, and machine learning. This 

paper focused on the clustering techniques in data mining. Data mining adds to the clustering of the 

complications of very huge datasets with many attributes of different types. This will imposes unique 

computational requirements on the relevant clustering algorithms. The different clustering algorithms have met 

these requirements and it have been successfully applied to the real-life data mining problems. 

 

II. Clustering Techniques 
 Four clustering techniques were considered for evaluation in this paper. It is deployed in different 

dataset  and the data mining tool WEKA is used  for the  simulation. The description of the clustering techniques 

was presented in this section.  

 

a. Hierarchical clustering: 

 Hierarchical clustering will build a tree-based hierarchical taxonomy (a dendrogram) to represent data, 

each group (or “node”) will links to two or more successor groups. The groups are nested and structured as a 

tree, which ideally ends up as a significant classification system. 

 Each node in the cluster tree contains a group of similar data and the Nodes group on the graph will 

point to the next to other, similar nodes. Clusters at one level join with clusters in the next level up, using a 

degree of similarity; This process will carries  until all the nodes are in the tree, which gives a visual snapshot of 

the data contained in whole set. Total number of the clusters is not predetermined before you start the tree 

creation. 

There are two techniques of hierarchical clustering, Divisive and Agglomerative. 

 

The agglomerative hierarchical clustering algorithm techniques are implemented as follows: 

http://www.statisticshowto.com/nested-model-anova-factors/#model
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Divisive method 

In this method we assign all of the observations to a single cluster and then partition the cluster to 

two least similar clusters. to conclude, we  

continue recursively on each cluster until there  

is one cluster for each study. 

  

Agglomerative method 

In this technique we assign each examination to 

its own cluster. Then, compute the similarity  

(e.g., distance) among every of the clusters and join the two most similar clusters. Finally, repeat steps 2 and 3 

awaiting there is only a one  

cluster left. 

 

Step1.Begin: 

Assign number of cluster=number of objects.  

Step2. Repeat:  

When number of cluster = 1 or specify by user  

a) Find the minimum inters cluster distance. 

b) Merge the minimum inter cluster.  

Step3. End 

 

Divisive hierarchical clustering: 

 Divisive hierarchical clustering is a top down approach. Divisive hierarchical clustering starts with 

single cluster that enclose all data objects. Then in every succeeding iteration, it split into the clusters by 

fulfilling some similarity criteria until every data objects forms clusters its own or satisfies stopping criteria. 

 

Algorithm: 

Step1. Begin: 

Assign number of cluster=number of objects. 

Step2. Repeat: When number of cluster = 1 or specify by User. 

a) Find the minimum inters cluster distance.  

b) Merge the minimum inter cluster. 

Step3. End 

 

b. Expectation–maximization(EM) algorithm: 

 Expectation-Maximization algorithm is designed to estimate the maximum likelihood parameters of a 

statistical model in many situations, such as the one where the equations cannot be solved directly.  EM is 

chosen to cluster the data for the following reason among others: 

 It has strong statistical basis 

 It is a linear in database size 

 It is robust to noisy data 

 It can recognize the desired number of clusters as input 

 It can handle high dimensionality 

 It converges fast given a good initialization  

 

c. K-means algorithm: 

 K-means (MacQueen, 1967) is the simplest unsupervised learning algorithms, it will solve the well 

known clustering problem. The procedures will follows a simple and easy way to classify the  given data set 

through the certain number of clusters (assume k clusters) fixed a priori.  To describe the k centroids, single for 

each cluster. These centroids should be located in a cunning way because of dissimilar location causes different 

outcome. So, better choice is to place them as much as possible far away from each other. Next step is to take 

each point belonging to the given data set and the associate it to the nearest centroid. When there is no point is 

pending, first step is to completed and an early group age is done. At this point, need to re-calculate k new 

centroids as bary centers of the clusters resulting from the previous step. After that have these k new centroids, a 

new binding has to be done between the same data set points and the nearest new centroid. A loop has been 

generated. The result of this loop that the k centroids change their location to step by step until there is no more 

changes are done. In other terminology centroids do not move any more 

 

https://home.deib.polimi.it/matteucc/Clustering/tutorial_html/kmeans.html#macqueen
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Algorithm: 

Step 1: Place K points into the space represented by the items that are being clustered. These points correspond 

to initial group centroids. 

Step 2: Assign the each object to the group that has to the closest centroid. 

Step 3: When all items have been assigned, compute the place of the K centroids. 

Step 4: Repeat Steps 2 and 3 until the centroids no longer progress.  

 

d. Density based algorithm: 

 A cluster is a dense area of points that is divided by low density regions from the strongly dense 

regions. This clustering method can be used when the clusters are irregular It happen core substance i.e. objects 

that have dense neighborhoods. It connects core items and their neighborhoods to structure opaque regions as 

clusters. Clusters are created as highest sets of density attached points and can identify noise and used when 

outliers are encountered. 

 

Algorithm :  

Step1: Select an arbitrary point r.  

Step2: Retrieve the neighborhood of r using „ε‟.  

Step3: If the density of the neighborhood reaches to the threshold, clustering process start. Else point is mark as 

noise.  

Step4: Repeat the process until all of the points have been processed. 

 

III. Datasets For Evaluation 
This section presents the results of  evaluation the four algorithm which has been made using two datasets taken 

from  UCI repository of machine learning.The dataset description  are shown below. 

 

A. Iris data 

 This data set (Fisher, 1936) has often been used as a customary for testing clustering algorithms. This 

data set has three classes that represents three different varieties of Iris flowers namely Iris setosa(I), Iris 

versicolor(II) and Iris virginica(III). Fifty samples were obtained from every of three classes, thus a sum of 150 

samples is obtainable. Each sample is described by a set of four attributes viz sepal length, sepal width, petal 

length and petal width. In numerical illustration, two of the classes (virginica, versicolor) have a huge overlap 

while third is well divided from the other two. 

 

B. Glass Identification Dataset 

 It has 9 attributes (Refractive index, Sodium, Pottasium, Magnesium, Aluminium, calcium, Silicon, 

Barium and iron content) and consist of 214 instances of 7 different classes namely Building windows Float 

processed glass, Vehicle windows float processed glass, Building windows non-float processed glass , vehicle 

windows non-float processed glass, containers non-window glass, table ware non-window glass and headlamps 

non – window glass. 

 

IV. Results And Discussion 
 Among the evaluated algorithms, k-means clustering algorithm is simplest algorithm as compared to 

other algorithms and its performance is better than Hierarchical Clustering algorithm.  

 Density based clustering algorithm is not suitable for the data having very huge variations in density 

and the hierarchical clustering algorithm is more susceptible to noisy data. EM algorithm will takes more time to 

build cluster when compared to K- Mean, density based clustering algorithms due to this reason the k-mean and 

density based algorithm are better than EM algorithm. Density based algorithm has takes only less time to build 

the cluster but it‟s not better than simple k-mean algorithm since density based algorithm has a  high log 

likelihood value and if the value of log likelihood is high then it will makes bad cluster. Hence we conclude the  

k-mean is the best algorithm because it takes very less time to build a model when compared to the hierarchal 

algorithm and cluster instances are also not good in hierarchal algorithm. 

TABLE1: Comparison of Various Clustering Algorithms for Iris Dataset. 
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Figure1: Comparison of k-means algorithm for Iris dataset 

 

 
Figure2: Comparison of hierarchical algorithm for Iris dataset 
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Figure3: Comparison of EM algorithm for Iris dataset 

 

 
Figure4: Comparison of Density based  algorithm for Iris dataset 

 

Table 2: Comparison of Various Clustering Algorithms for Glass Dataset. 
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Figure5: comparison of simple k-means  algorithm for  glass dataset 

 

 
Figure6: comparison of Hierarchical algorithm for glass dataset 
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Figure7: comparison of EM algorithm for glass dataset 

 

 
Figure8: comparison of Density based algorithm for glass dataset 

 

V. Conclusion 
 

 
FIGURE 9 (a): Time taken for the IRIS Dataset 
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Figure 9 (b): Time taken for the GLASS Dataset 

 

 Comparative analysis of various clustering algorithms has been made. The results have been validated 

using six datasets taken from UCI machine repository. Time taken for the clustering algorithms is depicted in 

graph at Figure 9. From this paper, we concluded that k-means clustering algorithm is simplest algorithm as 

compared to other algorithms and its performance is better than Hierarchical Clustering algorithm. Density 

based clustering algorithm is not suitable for the data having very huge variations in density and the hierarchical 

clustering algorithm is more susceptible to noisy data. 
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