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Abstract: Data stream is an ordered sequence of data objects that can be read only once or a small number of 

times.The characteristics of data stream are very large, continuous, high dimensional, immeasurable, 

dynamically high speed and massive amount of data in offline and also in online and there is not sufficient time 

to rescan the entire database. Data stream are required to store vast amounts of data that are continuously 

inserted and queried. Due to the above features of data stream, obtaining the fruitful information is a critical 

process. Hence, analyzing huge data sets and extracting valuable pattern in many applications are interesting 

for researchers. Moreover, the dynamic high speed of time series data stream is controlled when using  

clustering technique. And also clustering trace out the minimal variation in data stream which leads to save the 

quality of the cluster structure and restricting is not required. Hence, the technique of tree observation is 

applied and implemented with hierarchical clustering and it performed and compared with some of the 

performance factors and prove that its efficiency. 

 

I. Hierarchical Clustering 
 Hierarchical clustering technique performs by assembling time series stream data objects into a tree 

structure form of clusters. Hierarchical Clustering is subdivided into agglomerative hierarchical clustering and 

divisive hierarchical clustering. Agglomerative hierarchical clustering approach is based on the fashion of 

bottom up merging process. Whereas the next criteria of divisive hierarchical clustering is belongs to the 

strategy of top down splitting process. The hierarchical clustering process is suffered from the its incapability to 

carry out amendment once a merge or split decision has been executed. Therefore the pure hierarchical 

clustering performance leads to poor quality. That is, if a specific merge or split assessment later turns out to 

have been a poor selection and it cannot do the back tracking process and corrects it.  

 Hierarchical clustering techniques suffer from the fact that once a step that is merge or split is 

completed, it can never be undone. This inflexibility is informative in that it leads to minor commencement 

costs by not having to be troubled about a combinatorial number of various choices. Conversely, such methods 

are unable to correct erroneous assessment. Hence, the hierarchical clustering approach needs to concentrate the 

two performance factors for improving cluster quality. 

1) Carry out careful investigation of the stream data object, “linkages” at each hierarchical partitioning. 

2) Incorporate hierarchical agglomeration and other approaches by first using a hierarchical agglomerative 

technique to cluster stream data objects into micro cluster and then achieving macro clustering on the micro 

cluster using any other clustering techniques. 

 Hence, the performance of hierarchical clustering technique is enhanced with the help of any other 

clustering approaches like partitioning clustering, grid clustering or density subspace clustering. This kind of 

integration leads to improve the cluster quality. 

 

II. Comparing Hierarchical and Non hierarchical approach 
The clustering techniques are generally classified into two approaches. Namely 

i) Hierarchical Clustering Approach 

ii) Non Hierarchical Clustering Approach 

 

Hierarchical Approach 

 The hierarchical approach the algorithm should constructs a tree structure or a hierarchy to view the 

relationship between the database entities. Observations or individuals are denoted as entities. Diameter is 
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measured in this hierarchical approach. It denotes the maximum distance among the two data points of the 

specified cluster. Based on the diameter only the tree like structure will start to grow. 

 

Non Hierarchical Approach 

 In the non hierarchical approach the clustering will be formed based on the centroid point of the cluster. 

And then distance is considered from that centroid point. Non hierarchical approach is having less population 

due to fixing the optimal central point position is a major challenge. 

 

Related Clustering Technique 

 The time series data are extensively available in several real world domains for instance financial, 

medical, and science etc.  Time series data are obviously very large for data analysis and also it is having added 

number of observations. Hence, the traditional clustering algorithms will not support the new arrival of fast time 

series data stream. For that reason the innovative clustering algorithms are needed to process the nature of 

biomedical applications. One of the mining clustering technique involves vast amount of time series data stream 

and coined the best outcome by using the proposed system. 

 

 
Figure 1 System of Hierarchical Clustering 

 

 In figure 1 describes, the existing method is named as ODAC algorithm (Online Divisive 

Agglomerative Clustering) which is an incremental monitoring and hierarchical clustering based algorithm. This 

algorithm used to clustering the data stream and it assembles a tree structure shaped cluster using hierarchical 

clustering approach. The algorithm shelter a distance incremental measure and carry out the aggregation and 

expansion procedures of the tree shaped structure. In this approach the clustering is formed with the help of 

manipulating diameters that is discovered by the distance similarity measures. This hierarchical tree structure 

continuously monitoring the already existing clusters diameter with in a time interval. Diameter is nothing but 

the maximum distance between the two time series data points of the specified cluster. At the time of growing 

the hierarchical tree, the system will discover the diameter of the previous cluster for each and every level. 

According to the best diameter value the algorithm will be decided whether it is necessary to do the splitting 

process or merging task.  

 

III. Tree Observation Hierarchical Clustering 

 In this Tree Observation Hierarchical Clustering system the time series data set and number of clusters 

are input parameters. Hierarchical Clustering is based on incremental clustering. It is used for analyzing and 

extracting the knowledge from the fast moving time series continuous data streams. This algorithm constructs a 

hierarchical tree shaped structure of cluster by using a top down strategy.  
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Figure 2 Tree Observation Hierarchical Clustering 

 

 In figure 2 explains about the main hypothesis of the system is that decisions are taken over the data set 

under certain conditions and to monitor the growth of hierarchical tree structure. The system continuously 

monitors the clusters diameter over time. The diameter of the cluster is the maximum distance between the 

variables of that cluster. At a specific time, if a given condition is met on this diameter, the system will split the 

cluster and assign each of the chosen variables for a new cluster.  

 On stationary data stream, the overall intra cluster similarity should decrease with each split. In this 

way the system will decide whether to use the split or merge function to grow the hierarchical tree structure. 

Tree observation  hierarchical clustering system must analyze distance between the time series data points. 

These distances must be computed incrementally. The diameter between the data points will be scaled using the 

distance measure. The performances of various kinds of distance measures are analyzed and among them the 

Euclidean distance measure is preferred for determining the cluster quality.  

 Since, the system has to make decisions with statistical support using Vapnik Inequality technique 

which leads to observe the growth of cluster tree structure. Threshold value will be predetermined in the existing 

technique for all iterations of the tree structure whereas it is dynamic in Vapnik Inequality technique which 

signifies that the threshold value will be varying for all iteration of the tree structure. The first objective “To 

formulate an efficient hierarchical clustering technique for discovering the best diameter is very much essential 

for fruitful clustering. Moreover this approach enhances the extraction of information” is achieved. 

 

IV. Cluster Quality Measure 

Quality of the cluster is categorized into two techniques, which is used to measure with the assistance of 

distance measure between the stream data objects. The two techniques of cluster quality are, 

 Inter Cluster Quality 

 Intra Cluster Quality 

 

Inter Cluster Quality 

 The distance between the different type of various cluster will be measured in this inter cluster quality. 

The state of this cluster distance must be maximized then only that measure will be recommended as a optimal 

distance. The strategy of inter cluster quality will be depicted in the following figure. The general formula to 

measure the inter cluster distance is, 
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Where N denotes a number of points inside the cluster. And n is termed as number of clusters. 

 

Intra Cluster Quality 

 The distance between the cluster stream data objects with in a cluster will be measured in this intra 

cluster quality. The state of this cluster distance must be minimized, and then the measure will be suggested as a 

optimal distance.  

The general formula to measure the intra cluster distance is, 

 
Where n is number of data objects within a cluster. Ci and Cj are each and every isolated data point of the 

cluster. 

 

V. Conclusion 
 Data stream are required to store vast amounts of data that are continuously inserted and queried. Due 

to the above features of data stream, obtaining the fruitful information is a critical process. Hence, analyzing 

huge data sets and extracting valuable pattern in many applications are interesting for researchers. Moreover, the 

dynamic high speed of time series data stream is controlled when using clustering technique. And also clustering 

trace out the minimal variation in data stream which leads to save the quality of the cluster structure and 

restricting is not required. Hence, the technique of tree observation is applied and implemented with hierarchical 

clustering and it performed and compared with some of the performance factors and prove that its efficiency. 

The performance factor of cluster quality which means inter cluster and intra cluster and time complexity is 

compared with various clustering techniques and concluded that tree observation hierarchal clustering technique 

is optimal one.  
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