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Abstract: Now a days, large number of customers, on-line services and social media’s are increasing day by 

day, so every second generating a huge amount of data in the format of unstructured. But it is not suitable for 

extracting particular information. Big Data technologies can be viewed as a new generation of technologies and 

architectures designed to extract value economically from very large volume of data by enabling high velocity 

capture, discovery and analysis. It surpasses the processing capacity of conventional DB systems. Big data 

might be petabytes (1024 terabytes) or Exabyte(1024 petabytes)  of data consisting of billions to trillions of 

records from different sources such as web, sales, customer care, social media, mobile data etc., Big data refers 

to relatively large amounts of structured and unstructured data that is difficult to process using traditional 

database(RDBMS)and software techniques. Machine learning is an instance of these technologies. Various 

machine learning models that yield groundbreaking throughputs with high efficiency rates in predicting, 

detecting, classifying, discovering and acquiring in-depth knowledge about events that would otherwise be very 

difficult to ascertain have been made possible due to big data. The implementation of block chain in the 

proposed methodology results in low metadata access delay and thereby improves the execution time.  This 

paper discusses the concept of big data, Machine Learning and Block chains.  The aim of this paper is to 

encourage further research in incorporating the Block Chain Technology into Machine Learning. 
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I. INTRODUCTION 
Data can be defined as a collection of values of a specific variable either qualitative or quantitative. 

Whereas quantitative data highlights on quantity and numbers, qualitative data is more categorical and may be 

represented by categories such as height, color, race, gender, etc. Data is a very important resource in every 

research work. The type of data acquired coupled with the preprocessing techniques used contribute massively 

to great research achievements. Generally obtained through primary and secondary sources, data is primarily 

obtained by direct observations and through the conduction of surveys. Secondarily, data can also be acquired 

through rigorous market studies or information generated electronically or obtained from the worldwide web. 

In Machine Learning, the bigger the data, the better the accuracy and greater the generalization ability 

of the model. i.e. Block chain implementation not only help save money but also helps in ensuring better 

machine learning models due to its decentralization ability cite100. In the next section, the concept of Big Data 

is broadly discussed, Section 4 discusses Machine learning and its associated technologies. In Section 5, the 

Block chain Technology is discussed 

 

II. BIGDATA 
BigData is a data that are enormous in size and exceeds the processing capacity of conventional database 

systems. It involves the data produced by different devices and applications. Now a day‘s used in agriculture, 

medical, marketing, social Medias and business informatics. 

 

2.1 Characteristic of Big Data 

BigData should have the following three Characteristics. 
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Fig.1 Characteristics of an BigData 

✓ Volume: How much data(Size grows from terabyte to exabyte to zettabyte) 

✓ Velocity: How fast that data is processed (Batch data, real-time data, streaming data) 

✓ Variety: The various types of data (Structured, semi-structured, unstructured) 

✓ Veracity:(Data inconsistency, ambiguities, deception) 

 

 
Fig.2 variety of data 

 

Structured Data: (RDBMS[ERP,CRM], Data Warehouse, Microsoft Project Plan File) 10% 

Defined as length and format. Examples of structured data include numbers, dates, and groups of words and 

numbers called strings (for example, a customer‘s name, address, and so on).likely SQL Example - Input data, 

Click-stream data, Gaming-related data etc.., 

Semi Structured Data:(XML)10% 

Unstructured Data:(Video, Audio, Text Message, Blogs, Weather Pattern, Location Coordinates, Web Logs & 

Dickstreams, Sensor Data/M2m,Email,SocialMedia,Geospatial Data) 80% 

Unstructured data is data that undefined as length and format.  

Now a day‘s 80% of data in the format of unstructured data and 20% of data in the format of structured data. 

 

Why Big Data Need: 

 Increase of storage capacities  

 Increase of processing power  

 Availability of data 

 

2.2 BIG DATA TECHNOLOGIES 

Apaches’s Hadoop File System 

Hadoop is a java based free software framework. Hadoop is written in the Java, operating system is 

cross platform and speculators are APACHE software foundation. Hadoop consists of the Hadoop Common 

package(contains the necessary Java Archive (JAR) files and scripts needed to start Hadoop )which provides file 

system and OS level abstractions, a Map Reduce engine (either MapReduce or YARN) and the Hadoop 

Distributed File System (HDFS).The Hadoop framework transparently provides reliability to applications. 

Hadoop has two major components. They are Hadoop File System (HDFS) and Map-Reduce Hadoop 

Distributed File System (HDFS)The Hadoop File System (HDFS) are highly scalable, distributed, and portable 

which is written in Java for the Hadoop framework. TCP/IP protocols are used to Hadoop distributed file 

systems. User to communicate between each other via Remote Procedure Call (RPC). 
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Fig.3 HDFS Architecture 

 

HDFS has master/slave architecture. An HDFS cluster consists of a single master node and number of 

slave node, usually one per node in the cluster. Initially, a document is split and distributes big data across many 

nodes in the cluster. The Name Node is responsible for opening a file, closing a file, rename a file. The Data 

Nodes is providing a user request from read /write operation. Data nodes store all the files as replicated blocks 

and retrieve them whenever required. HDFS stores files in a replicated manner after breaking the file into fixed 

size blocks. Block size is 64MB and data node maintains three copies of a data.  

The Name Node and Data Node are typically run a limitations Of HDFS (Hadoop Distributed File 

System) HDFS was designed for mostly endurable files and may not be suitable for concurrent write-operations. 

It is inconvenient to executing a job in HDFS file system. GNU/Linux operating system (OS). HDFS stores 

large files (gigabytes to peta bytes) across multiple machines.  

 

2.3 MAPREDUCE 

Map Reduce framework architecture provides a parallel processing to the huge amount of data. With 

Map Reduce, queries are fragmented and distributed across parallel nodes and processed (the Map step). 

Syndicates them to form an output (the Reduce step). Map Reduce programs run on Hadoop in languages like 

java, python etc., Map Reduce can take advantage of processing data paralleling. 

 

 
Fig.4 Map reduce 

 

"Map" step 

Mapper is applied in parallel on input data. User given the input (k1,v1) pairs from HDFS and produces a list of 

intermediate (k2,v2) pairs. Mapper output is partitioned per reducer.i.e. the number of reduce tasks for that job. 

"Reduce" step 

It collects all answers from data node and form an output. Reducer takes (k2,list(v2)) values as input, make sum 

of the values in list(v2) and  produce new pairs (k3,v3) as final result. 

Map and Reduce function 

The ―Reduce” Map Reduce is useful in applications like distributed pattern-based searching, function is then 

functional in parallel to each group and delivers a collection of values in the same domain. Thus the Map 

Reduce framework transforms the list of values. 

  

Uses of Map reduce 

Map reduce usefull in application like distributed pattern-based searching document clustering, 

machine learning and statistical machine translation. Besides that, Map Reduce model has been revised to 

numerous computing environments like cloud environments and mobile environments. Map Reduces inputs and 

outputs are usually stored in a distributed file system. 
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III. MACHINE LEARNING 
Machine Learning is the study of Computer algorithms that improve automatically through experience 

and make predictions on data. Machine Learning is a computer program that is said to learn from experience E 

with respect to any class of tasks T and performance measure P, if its performance at the task improves with the 

experiences (Mitchell 1997). Machine learning algorithms are either classified as supervised or un-supervised 

depending upon the labeling of data. Supervised learning is based on the training data with pre-defined label 

where the class label of each instance is known in advance. Classification is an example for supervised systems 

that learns the given example with the class label and assigns a correct class label for unknown instances. On the 

other hand, unsupervised learning is based on unlabeled training data. The patterns are grouped based on 

similarity and termed as clustering. 

 

3.1Machine Learning Algorithms  

Many supervised machine learning techniques were developed for document classification (Sebastiani 

2002), some of the renowned classifiers are Regression model, k-Nearest Neighbor (k-NN), Decision Tree 

classifier, Naive Bayes (NB), Support Vector Machines (SVM) and Neural Networks. The un-supervised 

machine learning algorithm is a Clustering that generates groups or clusters of related documents and the 

similarity among them. 

 

31.1 k-NearestNeighbor (k-NN)  

k-NN is employed to perform tests on the degree of likeliness between test documents and k training 

data. Here certain classification data are stored to determine the category of test documents(Ko & Seo 2000). 

This method is designated as an instant-based learning algorithm which categorizes the data objects based on the 

proximity of the feature space in the training set. Here training data are represented in a multi-dimensional 

feature space. This feature space in turn divided into regions based on the class of the training data. A data point 

in the feature space is mapped to a particular class if it is the most frequent classes among the k nearest training 

data. The distance between the data points are often calculated using the Euclidean Distance measure.  

 
 

G2 

B 
A 

A 

A 

A 

B 

B 

G1 

A 

A 

B 

B 

B 

B 

B 

A 

A 

A 

A 

A 

A 

B 

A 
B 

 
Fig.5  k-Nearest Neighbors of  Classes G1 and G2 

 

4.1.2 Naive Bayes (NB) Classifier  

 Naive Bayes classification is a probabilistic approach that does not require more instances for all 

possible combinations of attributes. Here, every attribute of interest assumed to be independent of each other. 

One of the important assumptions behind the technique is that the influence of an attribute is always 

independent of other attributes for a given class and this assumption is called as class conditional independence 

(McCallum& Nigam 1998). The joint probability of document features is calculated based on the probability 

that a new document fit in a specific class is defined in given below Equation  

 

P ( |d‘) =  

 

3.1.3 Genetic Algorithm (GA) 

 Genetic algorithm proposed by Holland (1992) performs better on hybrid problems dealing with both 

discrete as well as continuous data and on combinatorial problems. Here, three important processing elements 

such as selection operation, crossover operation and mutation operations are used to generate various learning 

models. GA is best suited for the problem domain where optimal solution is needed, but the possibilities of 

algorithm are restricted to stick at local optimal solutions. The computational requirements of learning system 

are not fulfilled by GA, hence it may not be concerned when there is strong computing power is demanded. 
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4.1.4 Neural Network Based Classifier 

 A Neural Network (NN) text classifier is a network of processing units called neurons. Each input units 

represent words of the document, the output unit(s) represent the class or classes of interest, and the weights on 

the link that connects the processing units denotes dependence relations (Miguel Ruiz & Padmini Srinivasan 

1998). To classify a given testing document dj, the word weights wkj are assigned to the visible units, where wkj 

denotes the k
th

 term in document dj. The activations of these input units are propagated forward through the 

network and the value of the output unit(s) determines the prediction decision.  
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Fig.6 Structures of Artificial Neural Networks 

 

3.1.5 Deep Learning Approach 

 According to Hinton(2007), Deep Learning is an advanced class of machine learning techniques that 

utilizes several layers of non-linear information processing for both supervised and unsupervised  methods of 

feature extraction and transformation. It is extensively used for applications such as pattern analysis and 

classification.  

Table 1.Comparison of Different Learning Algorithms 

Approaches Advantages Limitations 

Naive Bayes Simple and quick classification  low accuracy 

k- Nearest Neighbor Cost of learning process is zero. Complex 

concepts can be learned by local 
approximation with simple procedure 

Increase in the training data causes a decrease in 

efficiency, curse of dimensionality 

Genetic Algorithm Provides an optimal solution  Expects large amount of data and the algorithm 

often stick at local 

optimal solutions. 

Neural Networks Approaches an Expert‘s classification results It require sufficient training data, 

Learning is to slow across multiple hidden layers 

Deep Learner Highly flexible to specify prior knowledge, 

handle large family of function parameterized 

with many  individual parameters 

Involves multiple layers with complex structures 

 

IV. BLOCK CHAIN TECHNOLOGY 
Block chain is a collection of records called blocks, which are connected using security. Block chains 

which are readable by the public are widely used by crypto currencies.  

Each and every record includes plaintext and cypertext hash value of before records and intervals of 

records, transaction between the one block to another block. It is represented as a tree structure. By schema of a 

Block chain to changes of the data. It is "an open, distributed ledger that can record transactions between two 

parties efficiently and in a verifiable and permanent way".   

Block chain is the interconnection of decentralized blocks of information. The technology thrives on 

peer to peer networks in order to achieve its decentralization ability. In Block chains, entries are written into a 

record by each peer. A number of records of information from a particular peer form a block. Each peer within 

the network has their own block. These blocks are interconnected to form a chain of blocks containing 

information. Information flows freely within these chained blocks. However, entries written into a record by 

each peer within the network of users has to be consented to by group. In Block chain technology, information is 

made readily available to all peers within a group or network. 

https://en.wikipedia.org/wiki/Distributed_ledger
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Fig.7 Blocks in the block chain 

 

They then use specific protocols to determine whether an information amendment or update should or not occur. 

The technology derives its strength from 3 other technologies. They are Peer to Peer Network, Public Key 

Cryptography and the Block chain Protocol. 

Peer to Peer Network: Peer to Peer Technology drives the authorization and decentralization ability of the 

Block chain Technology. Peers reach a consensus and decide on particular data updates or amendments. No one 

peer can effect change to information without the approval of others. 

Public Key Cryptography (PuKC): The involvement of PuKC in the block chain technology ensures a secure 

digital identity. Using the associated private and public keys, a digital signature depicting strong sense of 

ownership could be created and hence a secure digital identity. In Public Key cryptography, a user that wishes to 

communicate sends a message along with its public key to a peer. 

The receiving peer receives the message and uses their private key to decrypt and retrieve the message. This 

form of securing information provides high authentication access. A feature embedded in Block chain. The 

authorization and authentication process involved in Block chain makes it a force to reckon with in recent times. 

Block chain Protocol: This protocol determines the underlying rules within which block chain operates i.e. 

broadcasting digitally signed information to all nodes/peers in a network at a given time. The nodes involved 

agree on the information update and each node/block gets a copy of the updated information hence no single 

point of failure. The major property of block chain ensuring security and overall effectiveness of the technology 

lies with decentralization /shared controls. 

 

However, incorporating Block chain databases in Machine learning means having a  

 shared data 

 bigger and safer data  

 much better machine learning models 

 

Uses: 

Smart contracts, Banks, sales, tracking digital use and payments to content creators, such as wireless users or 

musicians 

 

V. CONCLUSION 
Big Data technologies can be viewed as a new generation of technologies and architectures designed to 

extract value economically from very large volume of data by enabling high velocity capture, discovery and 

analysis. Various machine learning models that yield groundbreaking throughputs with high efficiency rates in 

predicting, detecting, classifying, discovering and acquiring in-depth knowledge. BigData and machine learning 

are produced in application such as search engines, business informatics, social networks, social media, 

metrology and weather forecast. The paper summarizes briefly big data, machine learning and block chain 

technology. The relevance of these technologies and how closely they relate with one another is further 

discussed citing major applications which makes use of these technologies together. The aim of this paper is to 

encourage further research in incorporating Block Chain Technology into Machine Learning. 
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