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Abstract: Today, we use all new technologies and technical methods in digital world to create huge digital 

documents so, the examination of such huge set of document is difficult and more important task. Document 

clustering is automatic organization of documents into clusters so that documents within a cluster have high 

similarity in comparison to documents in other clusters. Itis a widely studied problem in Text Categorization. It 

is the process of partitioning or grouping a given set of documents into disjoint clusters where documents in the 

same cluster are similar.The study of similarity measure for document clustering is not based on keywords 

generally domain based clustering is done. Our main objective is to improve the accessibility and usability of 

text mining for various applications. So, to do test document analysis time limit is an also major factor. So it’s a 

not easy task for examiner to do such analysis in quick period of time. That’s why to do the digital document 

analysis within short period of time, requires particular techniques to make such complex task in a simpler way. 

Such special technique called document clustering. So, clustering algorithms are of great interest. This 

document clustering analysis is very helpful for any document investigation to analyse the information of digital 

devices. Here we proposed a modified novel-k-representative algorithm which uses Jaccard distance measure 

for computing the most dissimilar k documents as centroids for k clusters. Our experimental results demonstrate 

that our proposed K-representative algorithm with Jaccard distance measure for computing the centroid 

improves the clustering performance of the simple K-means algorithm.The accuracy of clustering of documents 

has been improved by means of this modified novel-k-representative approach. 

 

I. Introduction: 
 In recent times digital technology especially in the computer world there is enormous increase in digital 

documents. So, extraction of relevant data from such vast set of digital document is much more important task 

for that we need to do digital data clustering and analysis. 

 

1.1 Digital Data Clustering And Analysis 

 Digital data clustering and analysis is the branch of systematic document analysis process for 

investigation of matter found in digital devices interrelated to computer. Digital evidence equivalent to 

particular incident is any digital data that provides suggestion about incident. The important part of digital 

document process is to analyze the documents that present on suspect’s computer. Due to increasing count of 

documents and larger size of storage devices makes very difficult to analyze the documents on computer. 

Normally, digital documents is the use of investigation and analysis technique to collect and protect evidence 

from exacting computing device in a way that is proper for presentation in as a evidence. 

 It also deals with the preservation, designation, extraction as well as certification of digital evidences 

.This is task of analyze tremendous number of files from computer devices. But in computer document process 

all the necessary information and files are stored in digital form. This digital information stored in computer 

devices has a key factor from an investigative point of view which handled as evidence in the court of law to 

prove what come to pass based on such evidences. Therefore collection of evidence from seized devices is also 

task of document examiner. 

 Digital evidence is defined as the information and data of fact-finding value that are stored on, received 

or transmitted by digital device. Such digital evidences needs to be accumulated from computer devices in order 

to confess the case in court of justice. So such digital proof have a great asset for the document examiner .So the 

key factor to improve such document analysis process requires document clustering technique The process of 

digital data clustering and analysis is shown is describe below.The Digital Document examination (DDE) 

process as defined by DDRWS. After determining items, constituents, and data related with the unpleasant 

incident (Identification phase), the next level step is to preserve the criminal scene by stop or prevent several 

actions that can harm digital information being collected (Preservation phase). Follow that, the next level step is 

collect digital information that might be related to the incident, for example copying files or recording network 
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traffic (Collection phase). Next step, the investigator conducts an in detail efficient search of evidences related 

to the incident being analysis such as filter, validation and pattern matching techniques (Examination phase) [1]. 

 The examiner can put the evidence together and tries to develop theories concerning events that 

occurred on the suspect’s computer (Analysis phase). In the examination phases investigators often utilize 

certain document tools to help analyzethe collection files and performs  in detail systematic search for important 

evidence 

 

II. Literature Review: 
K.Nagarajan etal. [14] proposed ordinary bunching approaches endure with the adaptability of number 

of qualities dependent on which the grouping is performed. There are ways to deal with group information 

focuses with various characteristics yet endures with covering and different emphasis expected to perform 

bunching, likewise the measure figured for the variety of information focuses between group additionally won't 

be viable while doing with numerous properties. To beat this issue gave another chart based methodology which 

speaks to the connection between the information focuses and groups.  

H.Chen etal. [15] demonstrate an outline of contextual analyses finished with connection to their 

COPLINK venture. The task's particular intrigue was the way data over-burden prevented the viable 

investigation of criminal and fear based oppressor exercises by law requirement and national security faculty. 

Their work proposed the utilization of information mining to help in settling these issues. In their report they 

characterize information mining with regards to wrongdoing and insight examination to incorporate substance 

extraction, bunching systems, deviation location, order, and ultimately string comparators.  

G.Thilagavathi etal. [20] proposed PC report process is to analyze the records present in speculate's PC. 

Because of improve measure of reports and bigger size of storage room gadgets makes extremely hard to assess 

the archives on PC.  

L.F.C.Nassif etal. [21] proposed a methodology that applies report grouping calculations for the 

archive investigation of PC gadgets. They showed a methodology via doing wide experimentation with six 

understood grouping calculations (K-mean, K-medoids, Single Link, Average Link, total Link and CSPA) 

connected to five genuine world datasets got from PC seized. 

 

III. Proposed Methodology 
 Our objective will be firstly to collect information i.e. assembling the dataset. After this remove stop 

words and the unique words along with count from those data sets will be our next objective. Once the search 

keywords are input we will then perform the clustering using the  modified k-means algorithm 

 

3.1 Implemented Clustering Algorithm 

 Let’s observe the special requirements for good document clustering algorithm:The document model 

should better preserve the relationship between words   like synonyms in the documents since there are different 

words of same meaning.Relate a meaningful label to each final cluster is necessary.The high dimensionality of 

text documents must be reducing.So to accomplish this feature in our proposed system we heighten approach to 

improve document clustering in document analysis. For that we were implementing hybrid   approach to 

accomplish this proposed approach. We implementing   new text clustering algorithm such as  modified k-

means algorithm which will gives us the better clustering result .The main idea of  modified k-means algorithm 

is to use the relative attribute frequencies of the clusters mode in the dissimilarity measures in the K-mode 

objective function [21].  

 It has been shown that modified k-means algorithm is very efficient. Due to the alteration proposed in 

forming representatives for clusters of categorical objects, the dissimilarity between a categorical object and the 

representative of a cluster is defined based on simple matching as follows. 

 

3.1.1 Steps of modified k-means algorithm 

i. Initialization and partition of Dataset randomly using file extension. 

ii. Calculate centroid value Ci, one for each cluster. 

iii. For each ci, calculate the dissimilarities d (Ci, Ql), l = 1, Reassign Ci to cluster C l (from cluster C6, say) 

such that the dissimilarity between ci and Ql is less. Update both Ql and Q6.         

iv. Repeat Step (iii) if convergence standard are not meet. Otherwise stop 

 

IV. Conclusion: 
The implemented algorithm has following characteristics  

 It performed clustering on .txt,.doc and .pdf files 

 On large dataset it will take more time 
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 It will match with relevant data 

 

 This paper conclude that it is barely possible to get a more general algorithm, which can work the best 

in clustering all types of datasets like web ,txt etc. Thus we tried to implement novel text clustering algorithms 

which can work well in categorical or numerical datasets. The working of algorithm is described in implemented 

methodology, the modified k-means algorithm, suits the set of documents in which the required classes are 

related to each other and we require a strong basis for each cluster. Thus, this algorithm can be very effective in 

applications like a search engine for a particular keyword. 
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