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Abstract—Genetic Algorithms (GAs) are a type of optimization algorithms which combine survival of the 

fittest and a simplified version of Genetic Process. Machine Learning provides ability to automatically learn and 

improve from experience without being explicitly programmed. It uses the data set to train the machine. Genetic 

Algorithms are used in various fields where Machine Learning algorithm also used. This study shows some 

examples where this both Genetic Algorithm and Machine learning Algorithms are used to get the best accuracy 

for model. Literature survey briefly provides the applications of Genetic Algorithm and Machine learning 

Algorithms in various fields. This study is fruitful for new researchers to get the basic background about the 

Genetic Algorithm and Machine learning with its recent application that are currently used in various fields like 

robotics, wireless network, agriculture, medical, banking, gaming, finding shortest path on map, environment 

resources etc.. 
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I. INTRODUCTION 
 Genetic algorithms (GAs) are based on the principles of natural genetic systems which use stochastic 

search methods. For any optimization problem Genetic Algorithms perform a search in providing an optimal 

solution using fitness function. It uses only the fitness function values to deal simultaneously with multiple 

solutions. While solving an optimization problem using GAs, each solution is coded as a string (called 

"chromosome") of finite length over a finite alphabet A. Each and every chromosome or string is considered as an 

individual as input to GAs. A collection of X ( X is finite) such individuals is called a population. The GAs starts 

with a randomly generated population of size M. A new population of same size is generated in each iteration 

from the current population. This is done by using three basic operations on the each of the population. Genetic 

Algorithms contains three operators are Selection, Reproduction/Crossover and Mutation. Author [1] Genetic 

algorithms can solve complex problems, including the problems of cryptography. Genetic algorithms can help the 

working time. It minimizes the cost of time from being calculating the correct fitness.  

 After applying three operations of GAs i.e selection, crossover and mutation; new population is obtained 

then it is used to generate another population. Here the number of possible populations is always finite since A is 

a finite set and M is finite. Best string knowledge is stored either within the population or in a separate location 

outside the population. Then among all possible coded solutions algorithm report the best value found from all 

iterations. Directed search algorithms provides optimization and machine learning applications based on the 

mechanics of biological evolution which provide efficient, effective techniques. It is widely-used today in 

business, scientific and engineering circles. Concept is easy to understand to new researchers for their 

innovations. It is supports multi-objective optimization, modular, separate from application, inherently parallel 

and easily distributed.  To speed up and improve a GA-based application in various way as knowledge about 

problem domain is gained 

 Easy to exploit previous or alternate solutions 

 Flexible building blocks for hybrid applications 

 Substantial history and range of use 

 Every research are faces a problem that when to use a GA. When we need an alternate solutions are too 

slow or overly complicated, an exploratory tool to examine new approaches, problem is similar to one that has 

already been successfully solved by using a GA, want to hybridize with an existing solution and the benefits of 

the GA technology meet key problem requirements. Machine Learning provides ability to automatically learn and 

improve from experience without being explicitly programmed. Machine learning applied on empirical data to 

learn computer for accuracy. In machine learning the computer learns. A learner can take advantage of examples 

to incarcerate characteristics of importance of their unfamiliar basic probability distribution. The examples 

illustrate the relation between the input and desired result. A major task of machine learning research is to 

automatically learn to identify multifaceted patterns and make intelligent decisions based on examples. 
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II. LITERATURE REVIEW 
A number of research challenges have been identified, which are expected to become major research 

trends in the next years. Genetic Algorithm and Machine learning are currently used in various fields like 

robotics, wireless network, agriculture, medical, banking, gaming, finding shortest path on map, environment 

resources etc. Author [2] proposed a hybrid model for epileptic seizure detection with genetic algorithm (GA) and 

particle swarm optimization (PSO) to determine the optimum parameters of support vector machines (SVMs) for 

classification of EEG data. SVMs are one of the robust machine learning techniques and have been extensively 

used in many application areas. The performance of SVM can be improved by GA’s and PSO’s parameter 

optimization. Author [3] focuses the ever increasing issue of water scarcity in different countries, the current 

study plans to apply support vector machine (SVM), random forest (RF), and genetic algorithm optimized 

random forest (RFGA) methods to assess groundwater potential by spring locations. The different kernels of the 

SVM were used for producing GPMs with acceptable performances. GPMs (groundwater potential maps) could 

significantly help water resources managers and planners for better understanding of water resources conditions, 

exploitation, and conservation plans. 

Author [4] propose a methodology to speed up the sampling of amorphous and disordered materials 

using a combination of a genetic algorithm and a specialized machine-learning potential based on artificial neural 

networks (ANNs). This methodology is based on a combination of a genetic algorithm (GA) with an artificial 

neural network (ANN) potential. Authors demonstrated that this ANN-assisted sampling is successful in 

determining low-energy amorphous structures and is computationally more efficient than the construction of a 

converged general ANN potential. Author [5] proposes an expert disease diagnosis system for Parkinson disease 

based on genetic algorithm (GA) wavelet kernel- (WK-) Extreme Learning Machines (ELM). In this study, the 

optimum values of these parameters and the numbers of hidden neurons of ELM were obtained by using a genetic 

algorithm (GA). The performance of the proposed GA-WK-ELM method is evaluated using statical methods 

such as classification accuracy, sensitivity and specificity analysis, and ROC curves. The proposed system is an 

integration of other disciplines and other technology with ELM by authors [6]. In recent years, many researchers 

in view of ELM problems try to combine other kinds of disciplines algorithm with the ELM, presented better 

training model. Authors also focuses on future study, how to make the online learning, genetic algorithm, SVM 

and ELM together will be a very worthwhile to explore direction. 

According to the authors [7], the Machine learning techniques have been widely applied in the field of 

chemoinformatics to discover and design new drugs with superior biological activities. Machine learning 

techniques such as increased data interpretability to prove mechanistic hypothesis as well as methods preventing 

over-fitting are also important topics that warrant further development in the field of machine-learning-based 

drug discovery. Authors [8] are stated that in previous work, our learner uses a Gaussian process to develop a 

statistical model of the relationship between the parameters it controls and the quality of the BEC produced. The 

proposed Gaussian process machine learner is able to discover a ramp that produces high quality BECs in 10 

times less iteration than a previously used online optimization technique.  

Author [9] proposed novel method, Jaya algorithm for Pathological brain detection. Pathological brain 

detection is an automated computer-aided diagnosis for brain images. To balance the dataset authors are used 

synthetic minority oversampling. According to authors Jaya algorithm, as a training method, is superior to genetic 

algorithm, particle swarm optimization, and bat algorithm. According to authors [10] the hybrid GA is even more 

popular than the pure GA. Due to the known phenomena of local minima trap in GA routine, local search 

techniques have mostly been integrated with the GA. They also stated that there is a need to explore options for 

integration of more advanced artificial intelligence based algorithms with GA. Authors [11] are compared with 

Genetic Programming and Artificial Neural Network models for accuracy of ELM model for the estimation and 

prediction. The simulation results indicate that an improvement in predictive accuracy is achievable with the 

ELM approach in comparison with GP and ANN. 

Author [12] stated that the convolutional neural network and genetic algorithm used to solve the 

problem of precision agriculture and agroindustry by satellite imagery. Due to the dynamic, operating conditions, 

modern wireless networking standards increasingly rely on machine learning and artificial intelligence 

algorithms. Authors [13] are stated that the Genetic algorithms (GAs) provide a well-established framework for 

implementing artificial intelligence tasks such as classification, learning, and optimization. Genetic algorithms are 

well known for their remarkable generality and versatility and have been applied in a wide variety of settings in 

wireless networks. According to authors [14], the Genetic Algorithm has promising implications in various 

medical specialties including radiology, radiotherapy, oncology, pediatrics, cardiology, endocrinology, surgery, 

obstetrics and gynecology, pulmonology, infectious diseases, orthopedics, rehabilitation medicine, neurology, 

pharmacotherapy, and health care management. 

Author [15] proposed an intelligent model based on the Genetic Algorithm (GA) to organize bank 

lending decisions in a highly competitive environment with a credit crunch constraint (GAMCC). GAMCC 

provides a framework to optimize bank objectives when constructing the loan portfolio, by maximizing the bank 
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profit and minimizing the probability of bank default in a search for a dynamic lending decision. GAMCC 

facilitates how banks would make an efficient decision in case of a cut back on lending supply when faced with a 

negative liquidity shock, while staying focus on the main objective of bank profit maximization. 

Author [16] focuses on the problem of selecting those sound-describing features that make the vehicle 

classifier work properly. They evaluate the feasibility of a novel feature selection method based on a special class 

of Genetic Algorithm with restricted search which hybridized with a Extreme Learning Machine. Because of its 

great generalization performance at a very fast learning speed, the Extreme Learning Machine plays the key role 

of providing the fitness of candidate solutions in each generation of the Genetic Algorithm. Both the Extreme 

Learning Machine and the Multi-Class Extreme Learning Machine classifiers exhibit the best results, even when 

using a short number of selected features. Authors [17] are proposed an algorithm for image segmentation 

technique used for automatic detection as well as classification of plant leaf diseases and survey on different 

diseases classification techniques that can be used for plant leaf disease detection. Image segmentation, which is 

an important aspect for disease detection in plant leaf disease, is done by using Genetic Algorithm. 

 

1. Prepare Genetic Algorithm in Machine Learning 

GENETIC ALGORITHM IN MACHINE LEARNING 

 In machine learning we are trying to create solutions to some problem by using data or examples. There 

are essentially two ways to do this (i) either the solution is designed from the data, (ii) or to find an effective one; 

some search method is used to search over a class of candidate solutions. Decision tree induction by ID3 and 

nearest-neighbour classification are examples of creation of a solution by construction. Use of a gradient-descent 

algorithm to search over a space of neural network weights to find those which affect a particular input-output 

mapping is an example of the use of search. Genetic algorithms are stochastic search algorithms which are often 

used in machine learning applications. 

 By three reasons the Genetic algorithms are important in machine learning are (i) they act on discrete 

spaces, where gradient-based methods cannot be used. They can be used to search rule sets, neural network 

architectures, cellular automata computers, and so forth. In this respect, they can be used where stochastic hill-

climbing and simulated annealing might also be considered. (ii) they are essentially reinforcement learning 

algorithms. Fitness functions determined the performance of a learning system by a single number. This is unlike 

something like back-propagation, which gives different signals to different parts of a neural network based on its 

contribution to the error. Thus, they are widely used in situations where the only information is a measurement of 

performance. In that regard, its competitors are Q-learning, TD-learning and so forth. (iii) Genetic Algorithms 

involve a population and sometimes what one desires is not a single entity but a group. Learning in multi-agent 

systems is a prime example. In artificial intelligence, search is used in reasoning as well as learning, and genetic 

algorithms are used in this context as well. In chess-playing program, Machine learning could be used to acquire 

the competence of chess-playing. However, when the program plays the game it also uses search to find a good 

move. Other examples include searching over a set of rules to evaluate a predicate. Genetic algorithms have been 

used for problems which have been in the domain of artificial intelligence, such ascending an effective timetable 

or schedule within a set of constraints.  

 In machine learning, one of the uses of genetic algorithms is to pick up the right number of variables in 

order to create a predictive model. To pick up the right subset of variables is a problem of combinatory and 

optimization. The benefit of this technique over others technique is, it allows the best solution to emerge from the 

best of prior solutions. Improves the selection over time by an evolutionary algorithm, 

 The idea of GA is to combine the different solutions generation after generation to extract the 

best genes (variables) from each one. That way it creates new and more fitted individuals. The other uses of GA 

such as hyper-tunning parameter, find the maximum (or min) of a function or the search for a correct neural 

network arquitecture (Neuroevolution), or among other. Every possible solution of the GA, which are the selected 

variables, are considered as a whole, it will not rank variables individually against the target. 

 For the project the machine learning part is only the first step. Once the model is trained and saved, the 

genetic algorithm can be applied as next step. For the better solution, a population of candidate solutions of the 

genetic algorithm to an optimization problem is evolved, and each candidate solution has a set of properties 

which can be mutated and altered.  When this model is use as a part of the genetic algorithm, what they start with 

is a random visit order for each point. Then, on the basis of the fitness function score being the shortest total time 

traveled. The predictions from the machine learning model, this algorithm attempts to find a better visit order. 

 This process repeats until we figure out a close to ideal solution. 

Some researches vary Genetic Algorithms structure based on their purpose, but all of them contain some common 

components. Following figure shows the flow of Genetic algorithm. Genetic algorithms start with the 

initializing a population of individuals using default or random values. After initialization, it runs each member of 

that population through a fitness function. 
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Fig: Structure of Genetic Algorithm 

 

The method defined in the reproduction function selects the fittest members of the population to 

reproduce population. Then it repeats the evaluation and reproduction until a desired number of iterations have 

passed. At the end, the algorithm presents the best member or members of the population according to the fitness 

function. 

The heart of a genetic algorithm is the fitness function. Fitness function takes an individual and 

determines how well it fulfills whatever criteria the algorithm is optimizing for. The fitness function should be 

applied to each individual of the population separately to determine whether they should be allowed to reproduce. 

The function may return a fitness score or a boolean for whether the individual passes a set threshold for 

reproduction. 

The population and the results of the fitness function are used by the selection function to determine who 

should reproduce. If the threshold is set by fitness function for reproduction of individuals and returned a 

Boolean. Then population filters by selection function based on that value. However, if the fitness function 

returned raw scores, the selection function calculates a threshold from those scores. For example, it may calculate 

the average score and only keep the top half of the population. It passes the selected population into the 

reproduction function and deletes the rejected individuals like Thanos snapping his fingers. 

After the desired iterations have occurred, the termination function takes the ending population and 

returns the best members by fitness score. The role of the termination function depends entirely on the 

application. For a video game, the termination function might output optimal statistics for the final boss, for a 

mathematical optimization, it returns the best input values to the function. Example, there is 5 points on the map. 

We would like our delivery pizza to visit all these locations on the same day, and we want to know the best route. 

However, we don’t know how long it will take the driver to go between each point because we don’t have the 

data for all address combinations. Here the machine learning part comes in. Predictive model can find out how 

long it will take for a pizza boy to get from one point to another, and make predictions for each pair of points. 

Genetic algorithms have many applications, some of them are- Compared to traditional artificial 

intelligence, a genetic algorithm provides many advantages. It is more robust and is susceptible to breakdowns 

due to slight changes in inputs or due to the presence of noise. While searching large multi-modal state spaces, 

large state spaces or n-dimensional surfaces, a genetic algorithm can provide better and more significant results 

with respect to other optimization methods like heuristic, praxis, first or breadth-first, linear programming. 

Genetic algorithms are broadly used in various fields such as optimized telecommunications routing, 

robotics, wireless network, computer-aided molecular design, agriculture, medical, banking, gaming, automotive 

design and engineering design. Genetic algorithms are used for NP-hard problems but it is not suited for all 

problems, particularly problems which are simple and for which derivative information is available. For some 

problems, fitness value is calculated repeatedly which might be computationally expensive. Being stochastic, 

there are no guarantees on the optimality or the quality of the solution. If not implemented properly, the GA may 

not converge to the optimal solution. 
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Advantages of Genetic Algorithm 

 there are multiple local optima 

 the objective function is not smooth  

 the number of parameters is very large 

 the objective function is noisy or stochastic 

 They usually perform better than traditional feature selection techniques. 

 Genetic algorithms can manage data sets with many features. 

 They don't need specific knowledge about the problem under study. 

 These algorithms can be easily parallelized in computer clusters. 

Disadvantages are: 

 Genetic Algorithms might be very expensive in computational terms, since evaluation of each individual 

requires building a predictive model. 

 These algorithms can take a long time to converge, since they have a stochastic nature. 

 

III. CONCLUSION 
 This study is fruitful for new researchers to get the basic background about the Genetic Algorithm and 

Machine learning with its recent application that are currently used in various fields. After trained the system with 

any type of machine learning algorithm, the Genetic Algorithm applied to get the accurate results. When applied 

to learning, genetic algorithms turn learning tasks into reinforcement learning problems.  Researchers can 

research in optimized telecommunications routing, robotics, wireless network, computer-aided molecular design, 

agriculture, medical, banking, gaming, automotive design and engineering design with the combination of 

Genetic Algorithm and machine leaning which will help to get better accuracy and performance. Genetic 

algorithms combine quite successfully with local search algorithms or local machine learning methods. 
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