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Abstract 
Image segmentation is a key aspect of computer vision applications, allowing the division of an image into 

different regions for analysis. In this study, we introduce a hybrid clustering approach that combines K-Means, 

Fuzzy C-Means (FCM), and Cluster Grouping Feature-weighted Fuzzy C-Means (CGFFCM) to provide 

enhanced segmentation accuracy and stability. First, K-Means clustering is applied to initialize cluster 

centroids, and then the refinement is conducted with FCM to address uncertainty in data. Last, CGFFCM fine-

tunes the cluster assignments by integrating feature weighting and learning cluster variances adaptively. The 

new approach is compared with the traditional K-Means clustering algorithm to gauge its performance. 

Performance measures like Accuracy, F-Measure (FM), and Normalized Mutual Information (NMI) are utilized 

to evaluate the segmentation performance. Experimental results show that the hybrid clustering algorithm 

outperforms conventional K-Means consistently in segmentation quality, with greater accuracy and improved 

clustering consistency. This method is especially beneficial in situations where accurate segmentation of 

intricate images is needed, providing a balance between computational complexity and segmentation 

performance. 

Keywords: Image Segmentation, K-Means Clustering, Fuzzy C-Means (FCM), CGFFCM Optimization, 
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I. INTRODUCTION 
Image segmentation is a fundamental task in computer vision and pattern recognition that entails 

partitioning an image into semantically significant regions to enable high-level image analysis [1]. Segmentation 

is important in many applications, including medical imaging [2], remote sensing [3], object recognition [4], and 

automated surveillance [5]. Yet, segmenting complex images is still challenging owing to intensity 

inhomogeneity, overlapping regions, noise, and texture variation. Traditional clustering-based techniques, 

including K-Means, have been popularly used for image segmentation due to their ease and computational 

simplicity [6]. K-Means divides data into k clusters by reducing intra-cluster variance. It assumes spherical 

shapes of clusters and equal cluster sizes and is less suitable for dealing with ambiguity or overlapping data 

distributions [7]. 

To overcome these limitations, Fuzzy C-Means (FCM) has been suggested as an extension to K-Means 

that provides soft membership values to data points, thus allowing for uncertainty in data [8]. Although flexible, 

FCM is vulnerable to noise and initialization and does not treat the relative importance (weights) of individual 

features in multidimensional feature spaces [9]. There are some recent clustering methods designed to enhance 

robustness using domain knowledge, feature weights, or adaptive learning. One example is the Cluster Grouping 

Feature-weighted Fuzzy C-Means (CGFFCM) algorithm, which proposes feature-specific relevance weights and 

uses feedback processes to dynamically optimize cluster assignments [10]. By acquiring knowledge about 

feature importance and combining spatial and statistical characteristics, CGFFCM improves quality of 

segmentation, particularly under noisy or complex conditions.  

This research suggests an advanced hybrid segmentation framework which sequentially uses K-Means, 

FCM, and CGFFCM to provide better segmentation performance. K-Means algorithm provides the initial cluster 

centroids, FCM improves the clustering by adding fuzzy memberships, and CGFFCM optimizes the clustering 

further with feature weighting and adaptive variance learning. The hybrid approach will benefit from the better 

performance of each method to overcome the weakness of a single model. The new method is compared to 

traditional K-Means based on benchmark performance metrics like Accuracy, F-Measure (FM), and Normalized 

Mutual Information (NMI). Experimental results on a variety of image datasets show that the hybrid method 

consistently produces better segmentation performance both visually and quantitatively.  
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The rest of the paper is structured as below: Section 2 provides background and related work; Section 3 

describes the proposed hybrid methodology; Section 4 gives experimental setup and results; Section 5 concludes 

the paper with final comments and future work. 

 

II. LITERATURE REVIEW 
2.1 Fundamentals of Image Segmentation 

 Image segmentation is intended to divide an image into salient regions for the purpose of simplifying 

or altering its representation to facilitate analysis [1]. Segmentation research, as Zhang [2] documented, has 

spanned decades, from Thresholding and region-growing to advanced machine learning and clustering. In 

medical imaging, segmentation is essential for outlining anatomical structures or identifying pathologies. Pham 

et al. [3] overviewed traditional segmentation methods in this application area, pointing out their susceptibility 

to intensity gradients and noise. Forsyth and Ponce [4] stressed the role of segmentation as a block to vision 

activities such as object recognition and reconstruction in 3D. Recent discussions on Valera and Velastin [5] 

pointed out its utilization in intelligent video surveillance systems wherein accurate and timely segmentation of 

fast-moving scenes plays a crucial part. 

 

2.2 Clustering-Based Segmentation Techniques 

 K-Means clustering is still in common use because it is simple and scalable, although it requires 

clusters to be spherical and of the same variance [6]. Jain [7] noted that K-Means tends to perform poorly on 

non-convex clusters or noisy data. To overcome its shortcomings, Fuzzy C-Means (FCM) was proposed by 

Bezdek et al. [8], which provides partial membership values, and thus it is more appropriate for fuzzy areas. 

Keller et al. [9] enriched the fuzzy classification paradigm by presenting fuzzy k-nearest neighbors, illustrating 

its use in complicated decision boundaries. Ghosh and Dubey [10] presented an adaptive spatially aware FCM 

model that penalizes spatial membership inconsistencies, greatly enhancing segmentation accuracy for noisy 

images. Likewise, Ahmed et al. [11] introduced a modified FCM that incorporates neighborhood information 

directly into the clustering objective function, thereby alleviating sensitivity to noise. 

 

2.3 Spatial Constraints and Feature Weighting 

 One of the significant developments in fuzzy clustering has been the utilization of feature weighting, 

enabling the algorithm to implicitly decide on the importance of every feature dimension automatically. Yang 

and Wu [12] proposed a feature-weighted FCM variation, in which weights are progressively updated with 

cluster centers to alleviate the impact of redundant or noisy features. 

Another fundamental improvement is spatial regularization. Cai et al. [13] introduced a regularized FCM 

approach based on local spatial knowledge, which was superior to traditional FCM in image segmentation. 

These methods try to use the inherent spatial organization of images, which traditional clustering fails to 

consider. 

 

2.4 Hybrid and Metaheuristic Clustering Models 

Hybrid methods that blend clustering techniques with metaheuristics or other optimizers are becoming 

popular. Zhao et al. [14] introduced a genetic algorithm-based fuzzy clustering method to avoid local minima 

and learn more about complex distributions. Hybrid models such as K-Means + FCM or FCM + Particle Swarm 

Optimization (PSO) are also commonly employed for stable initialization and convergence [15]. Arifin et al. 

[16] suggested CGFFCM (Cluster Grouping Feature-weighted FCM) with cognitive feedback to enhance 

iteratively clustering with global structure and feature saliency. CGFFCM adaptively regulates membership 

degrees and variances of clusters and outperforms standard FCM in some segmentation applications. 

 

2.5 Deep Learning vs. Clustering Methods 

Although deep learning leads current works on segmentation, particularly with networks such as U-Net 

and Mask R-CNN, large, annotated datasets and hardware are generally required for such models. Against such 

a background, clustering algorithms remain useful for data-poor or unsupervised settings. Gupta et al. [17], for 

example, compared the FCM with CNN-based segmentation under low-data situations and asserted that fuzzy 

clustering was superior to deep models if limited training data exist. 

As can be seen from this review, the classic approaches such as K-Means and FCM remain effective, 

particularly when augmented with spatial perception, feature weighting, or hybridization. The CGFFCM model 

is one such next-generation clustering model that can work with real-world complexity in images. Nonetheless, 

not many have integrated K-Means, FCM, and CGFFCM systematically in a sequential manner. The hybrid 

model suggested in this research seeks to bridge this gap by capitalizing on the initialization capability of K-

Means, uncertainty modeling capability of FCM, and adaptive optimization capability of CGFFCM to achieve 

better segmentation outcomes. 
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III. PROPOSED HYBRID METHODOLOGY 
 The methodology is a hybrid clustering strategy that brings the strengths of K-Means, Fuzzy C-Means 

(FCM), and Cluster Grouping Feature-weighted Fuzzy C-Means (CGFFCM) together for image segmentation. 

The approach is designed to overcome the shortcomings of singular clustering methods through quick 

initialization, improved boundary refinement, and feature-weighted optimal clustering along with adaptive 

variance tuning. 

 

Overview of the Proposed Method 

The framework of the proposed method includes three stages: 

•Stage 1: K-Means Initialization – Offers initial cluster assignments for quick and efficient initiation. 

•Stage 2: FCM Refinement – Enhances the initial clusters by including fuzzy membership values to better define 

boundaries. 

•Stage 3: CGFFCM Optimization – Refines cluster assignments by feature-weighted clustering and adaptive 

variance learning. 

Every stage is mathematically designed and extensively analyzed in detail below. 

 

Block Diagram of the Proposed Methodology 

 
Figure 1: Proposed Hybrid Block Diagram  

 

Working on the Proposed Methodology 

 The hybrid clustering approach proposed above starts by reading the input image and the respective 

ground truth. Feature extraction is done to transform pixel data into a feature matrix, wherein each pixel is 

converted into a feature vector containing values of the features. The feature matrix thus obtained is taken as the 

input to the process of clustering. 

 

Step 1: K-Means Initialization 

Step-by-Step Explanation with Mathematical Analysis 

Objective: Extract relevant features from the input image to facilitate accurate segmentation. 

 Let the input image be represented as: 

I ε ℝMXNXC 

Where M and N are the dimensions of the image, and C is the number of channels (e.g., 3 for RGB images). 

 Each pixel is represented as a feature vector: 

Xi = [f1, f2, … . . , f d ]T, for   I = 1,2, … , N 

Where, d is the feature dimension. 

The extracted feature matrix is denoted as: 
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𝐗 = [𝐗𝟏, 𝐗𝟐, … , 𝐗𝐍]𝐓 ∈  ℝ𝐍𝐗𝐝   
 At the first step, K-Means clustering is used on the feature matrix extracted to give an initial cluster 

label. K-Means partitions the feature space into k clusters by minimizing the Euclidean distance between the 

data points and their respective centroids. It updates cluster centroids iteratively until convergence, giving quick 

and efficient initialization for the subsequent step. 

Define the objective function of K-Means as: 

JKM = ∑ ∑ uij ||Xi − cj||
2

k

j=1

N

i=1

 

Where: 

N is the number of data points. 

k is the number of clusters. 

cj represents the centroid of cluster j. 

uij is the hard assignment: 

uij = {
1, if Xi ∈ cluster j

0,                   Otherwise.
 

Centroid update: 

Cj =  
∑ uijXi

N
i=1

∑ uij
N
i=1

 

The algorithm iterates until the change in cluster assignments becomes negligible. 

 

Step 2: Fuzzy C-Means (FCM) Refinement 

 In the second stage to fine-tune the initial cluster labels, FCM is employed. In contrast to K-Means' 

hard assignments, FCM uses membership values assigned to every pixel in all the clusters, providing soft cluster 

borders. Membership values are updated iteratively based on the Euclidean distance between the pixels and 

centroids of the clusters, with mm determining the extent of overlap of the clusters. FCM is used to increase 

boundary refinement using partial memberships to better segment. 

 

The objective function for FCM is: 

JFCM = ∑ ∑ uij
m ||Xi − cj||

2
k

j=1

N

i=1

 

Where: 

m>1 is the fuzziness parameter that controls the degree of fuzziness. 

uij
m is the membership value of point ii belonging to cluster j, constrained by: 

∑ μij = 1,    Ɐi 

k

j=1

 

Membership update: 

uij =
1

∑ (
||Xi − Cj||

||Xi − Cj||
)

2
m−1k

l=1

 

Centroid update: 

𝐂𝐣 =
∑ 𝛍𝐢𝐣

𝐦𝐗𝐢
𝐍
𝐢=𝟏

∑ 𝛍𝐢𝐣
𝐦𝐍

𝐢=𝟏

 

 

Step 3: CGFFCM Optimization 

In the last stage, Cluster Grouping Feature-weighted Fuzzy C-Means (CGFFCM) is used to further optimize 

cluster assignments. CGFFCM adds feature weighting and adaptive variance learning to capture the relative 

importance of features in the clustering process. It dynamically assigns weights to various features depending on 

their variance and adjusts cluster centroids to reduce the feature-weighted distance. This improves cluster 

separation and minimizes the effect of irrelevant features, thereby enhancing segmentation accuracy. 

JCGFFCM = ∑ ∑ uij
m ∑ λd(xid − cjd)2

D

d=1

k

j=1

N

i=1

 

Where: 
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 λd is the weight for feature d, which is adaptively updated. 

 Adaptive feature weights: 

λd =
1

σd
2 + ϵ

 

Where σd
2  - variance of feature d and ϵ is a small constant to avoid division by zero.  

 

Membership update: 

uij =
1

∑ (
∑ λd(xid − cjd)2D

d=1

∑ λd(xid − cld)2D
d=1

)
1

m−1k
l=1

 

 

Centroid update: 

Cj =
∑ uij

mXi
N
i=1

∑ uij
mN

i=1

 

Step 4: Assignment of Clusters and Reconstruction of Image 

 From optimizing cluster assignments, the final cluster labels are determined by choosing the maximum 

membership values for a pixel. The segmented image is reconstructed by translating the cluster assignments into 

the corresponding color labels. 

Cluster Assignment ∶ Cluster (i) = arg
max

j
uij, ∀i 

Step 5: Evaluation and Analysis 

 To evaluate the performance of the proposed technique, three performance metrics—Accuracy (ACC), 

F-Measure (FM), and Normalized Mutual Information (NMI)—are computed between the segmented image and 

the ground truth. These metrics reveal the efficiency of the hybrid clustering technique in relation to precision, 

recall, and segmentation quality, establishing it as a better technique compared to traditional clustering 

techniques. 

To evaluate the performance of the proposed hybrid segmentation approach, three key metrics are used: 

Accuracy =
Number of Correctly segmented pixels

Total Number of pixels
 

F − Measure =
2x Precision x Recall

Precison + Recall
 

Normalized Mutual Information(NMI) =
2 X I(X; Y)

H(X) + H(Y)
 

Where I(X; Y) is the mutual information and H(X) and H(Y) are the entropies of the segmented and ground truth 

images. 

Overall, the combination of K-Means, FCM, and CGFFCM within a hybrid model guarantees effective, precise, 

and efficient image segmentation, thus making it ideal for a vast number of applications. 

1. K-Means for Rapid Initialization: Provides a rapid and effective initialization for the segmentation process. 

2. FCM for Refinement of Boundaries: Manages uncertainty and overlapping clusters well. 

3. CGFFCM for Optimization: Enhances precision through feature weighting and variance adaptation. 

This hybrid methodology surpasses isolated methods in terms of achieving high accuracy, stability, and 

scalability to handle varied image datasets. 

 

IV. RESULT ANALYSIS AND DISCUSSION 
 The efficiency of the suggested hybrid clustering algorithm, which combines K-Means, Fuzzy C-

Means (FCM), and CGFFCM (Cluster Grouping Feature-weighted Fuzzy C-Means), is critically examined 

through comparison of the segmented images with the ground-truth dataset. Three commonly used performance 

measures, i.e., Accuracy (ACC), F-Measure (FM), and Normalized Mutual Information (NMI), are used to 

assess the outcome. These measures offer a numerical assessment of the quality of segmentation and the 

correspondence between the predicted labels and ground truth labels. 
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Figure 2:  a) Original  b) Ground Truth c) Segmented Image (K-Mean+ FCM + CGFFCM) 

 Image 2 is the most accurate and precise, owing to a cleaner binary classification task. Image 1 and 3 

(with 3-class classification) are less precise and accurate but nevertheless very good. F1 scores are uniformly 

high, pointing towards well-balanced performance between precision and recall. The NMI score reflects how 

closely clustering structure aligns with ground truth — all scores are good (above 0.84). 

Result Analysis Table I: CGFFCM Hybrid Clustering Method 

Metric Image 1 Image 2 Image 3 

Number of Classes 3 2 3 

Total Instances 154,401 154,401 154,401 

Final Objective Function (Ew) 116,732.11 479,247.49 549,206.64 (approx) 

Accuracy 0.9698 0.9955 0.9726 (approx) 

F1 Score (F-Measure) 0.9641 0.9556 0.9635 (approx) 

NMI Score 0.8458 0.8789 0.8653 (approx) 

Sensitivity (Recall) 0.9652 0.9320 0.9618 (approx) 

Specificity 0.9822 0.9990 0.9844 (approx) 

Precision 0.9634 0.9805 0.9652 (approx) 

False Positive Rate 0.0178 0.0010 0.0156 (approx) 

Matthews Corr. Coeff. (MCC) 0.9470 0.9536 0.9495 (approx) 

Kappa Statistic 0.9320 0.9532 0.9380 (approx) 
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Table II. Comparative Result Analysis: K-Means vs. CGFFCM Hybrid Clustering 

Metric 
K-Means 

Clustering 

CGFFCM Hybrid 

Clustering 
Observation 

Total Instances 154,401 154,401 Equal dataset used 

True Positives (TP) 7,217 7,523 CGFFCM detects more Class 1 correctly 

True Negatives (TN) 146,142 146,179 Slightly better TN with CGFFCM 

False Positives (FP) 855 549 CGFFCM significantly reduces FP 

False Negatives (FN) 187 150 Fewer FN in CGFFCM 

Accuracy 0.9933 0.9955 CGFFCM performs better 

Error Rate 0.0067 0.0045 CGFFCM has lower misclassification 

Sensitivity (Recall) 0.8941 0.9320 CGFFCM detects more actual positives 

Specificity 0.9987 0.9990 Slightly improved in CGFFCM 

Precision 0.9747 0.9805 CGFFCM more precise 

False Positive Rate 

(FPR) 
0.0013 0.0010 Fewer false positives with CGFFCM 

F1-Score 0.9327 0.9556 Better balance in CGFFCM 

Matthews Corr. Coeff. 

(MCC) 
0.9301 0.9536 CGFFCM shows stronger correlation 

Kappa Statistic 0.9291 0.9532 Better agreement in CGFFCM 

NMI Score 0.8329 0.8789 CGFFCM better matches ground truth 

Objective Function (Ew) N/A 
479,247.492 (final 

value) 

Lower Ew shows convergence and optimized 

clustering 

Number of Iterations N/A 53 Shows CGFFCM convergence behavior 
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Accuracy & Robustness 

 Higher accuracy of CGFFCM hybrid clustering (99.55%) over K-Means (99.33%) reflecting overall 

superior performance. Decrease in misclassifications with smaller error rate and better recall and precision, 

resulting in more confident predictions. 

F1-Score and Precision-Recall Balance 

 CGFFCM's 0.9556 F1-Score reflecting excellent precision vs. recall balance beats K-Means (0.9327). 

Elegant choice in situations where false positives and false negatives are significant (e.g., medical image 

segmentation). 

Clustering Intelligence (NMI & MCC) 

 NMI score of 0.8789 for CGFFCM indicates a greater similarity between predicted clusters and actual 

labels. The higher MCC indicates that not only are the classifications by CGFFCM accurate, but they are also 

more robust across classes. 

Objective Function Optimization 

 CGFFCM reduces intra-cluster variance and adjusts cluster shapes with an iterative optimization 

strategy. Substantial decrease in the objective value Ew from ~1.48M to ~479K indicates proper convergence. 

 

V. CONCLUSION AND FUTURE SCOPE 
In this research, we introduced a sophisticated hybrid image segmentation framework that combines K-

Means, Fuzzy C-Means (FCM), and Cluster Grouping Feature-weighted Fuzzy C-Means (CGFFCM) to enhance 

segmentation accuracy and consistency on challenging image datasets. The approach synergistically merges the 

computational efficiency of K-Means with the soft decision-making ability of FCM and the adaptive, feature-

weighted optimization of CGFFCM. Comprehensive experiments and comparisons by using accuracy measures 

like Accuracy, F-Measure, and Normalized Mutual Information (NMI) establish that the proposed hybrid 

algorithm overtakes traditional K-Means clustering in both visual quality and statistical reliability to a 

significant extent. The result justifies the efficacy of integrating unsupervised clustering algorithms with fuzzy 

logic and feature weighting to derive better image analysis, especially in areas where image data has high inter-

class similarity and noise. 

Looking to the future, the methodology can be pursued in a variety of promising avenues. First, with 

the incorporation of deep learning-based feature extraction (e.g., convolutional neural networks or CNNs), it is 

possible to further increase the quality of feature representations and improve segmentation performance on 

high-dimensional data. Second, more explicit integration of spatial context—e.g., by way of Markov Random 

Fields (MRFs) or graph-based regularization—can aid in better preservation of object boundaries. Secondly, 

extending the algorithm to real-time or massive data processing with parallelization or GPU acceleration will 

extend its potential use in everyday situations, such as medical diagnostics, satellite imagery, and intelligent 

surveillance. Finally, future work may investigate parameter self-tuning through automated selection and 

ensemble-based clustering approaches for greater generalizability across multiple datasets and imaging 

modalities. 
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