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Abstract: — This paper presents the applications of computational intelligence techniques to economic load
dispatch problems. The fuel cost equation of a thermal plant is generally expressed as continuous quadratic
equation. In real situations the fuel cost equations can be discontinuous. In view of the above, both continuous
and discontinuous fuel cost equations are considered in the present paper. First, genetic algorithm optimization
technique is applied to a 6-generator 26-bus test system having continuous fuel cost equations. Results are
compared to conventional quadratic programming method to show the superiority of the proposed
computational intelligence technique. Further, a 10-generator system each with three fuel options distributed in
three areas is considered and particle swarm optimization algorithm is employed to minimize the cost of
generation. To show the superiority of the proposed approach, the results are compared with other published
methods

Keywords: — Economic Load Dispatch, Continuous Fuel Cost, Quadratic Programming, Real-Coded Genetic
Algorithm, Discontinuous Fuel Cost, Particle Swarm Optimization.

I. INTRODUCTION

ECOMONIC load dispatch is defined as the process of allocating generation levels to the generating
units in the mix, so that the system load is supplied entirely and most economically [1]. The objective of the
economic dispatch problem is to calculate the output power of every generating unit so that all demands are
satisfied at minimum cost, while satisfying different technical constraints of the network and the generators. In
this problem, the generation costs are represented as curves and the overall calculation minimizes the operating
cost by finding the point where the total output of the generators equals the total power that must be delivered. It
is an important daily optimization task in the operation of a power system [2].

Several optimization techniques have been applied to solve the ED problem. To solve economic
dispatch problem effectively, most algorithms require the incremental cost curves to be of monotonically
smooth increasing nature and continuous [3-6]. For the generating units, which actually having non-
monotonically incremental cost curves, the conventional method ignores or flattens out the portions of the
incremental cost curve that are not continuous or monotonically increasing. Hence, inaccurate dispatch result
may be obtained. To obtain accurate dispatch results, the approaches without restriction on the shape of fuel cost
functions are necessary [7-8]. Most of conventional methods suffer from the convergence problem, and always
get trap in the local minimum. Moreover, some techniques face the dimensionality problem especially when
solving the large-scale system.

In recent years, one of the most promising research fields has been “Evolutionary Techniques”, an area
utilizing analogies with nature or social systems. Evolutionary techniques are finding popularity within research
community as design tools and problem solvers because of their versatility and ability to optimize in complex
multimodal search spaces applied to non-differentiable objective functions. Several modern heuristic tools have
evolved in the last two decades that facilitate solving optimization problems that were previously difficult or
impossible to solve. These tools include evolutionary computation, simulated annealing, tabu search, particle
swarm, etc. Recently, genetic algorithm (GA) and particle swarm optimization (PSO) techniques appeared as
promising algorithms for handling the optimization problems [9]. These techniques are finding popularity within
research community as design tools and problem solvers because of their versatility and ability to optimize in
complex multimodal search spaces applied to non-differentiable cost functions.

Il. PROBLEM STATEMENT
The basic economic dispatch problem can described mathematically as a minimization of problem of
minimizing the total fuel cost of all committed plants subject to the constraints [1].

N
min F=YF(R) (1)
i=1
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Subject to the constraints

N

2R -Pp-P =0 )
i=1

Pimin <P <Pimax. i =12,......N 3)
Where

F = Total operating cost

N = Number of generating units

P; = Power output of i th generating unit

Fi (P;) = Fuel cost function of i th generating unit

Pp = Total load demand

P. = Total losses

Pi min = Minimum out put power limit of i th generating unit

Pi max = Maximum out put power limit of i th generating unit

The total fuel cost is to be minimized subject to the constraints. The transmission loss can be determined form
B coefficients.

The conditions for optimality can be obtained by using Lagrangian multipliers method and Kuhn tucker
conditions as follows:

N
2aipi'*_bi :/1(1_22 Bij)' i=12,...... N 4)
j=1
With the following constraints
N
. P=Py+P (5)
i=1
N N
PL=2 2 PB;P (6)
i=1 i=l
I:)imin < PI < I:)imax (7)

The following steps are followed to solve the economic load dispatch problem with the constraints:
Step-1:
Allocate lower limit of each plant as generation, evaluate the transmission loss and incremental loss
coefficients and update the demand.

N
Pi = Pimin. Xj =1- _leu Bjj, Pp"*" =Pp + P
J:

8)
Step-2:

Apply quadratic programming to determine the allocation B NEW of each plant.

If the generation hits the limit, it should be fixed to that limit and the remaining plants only should be
considered for next iteration.
Step-3:

Check for the convergence

N
new
2R -Pp " P
i=1
Where ¢ is the tolerance. Repeat until the convergence criteria is meet.
A brief description about the quadratic programming method is presented in the next section.

<g 9)

I1l. PARTICLE SWARM OPTIMIZATION APPROACH

A.Overview of Particle Swarm Optimization

The PSO method is a member of wide category of swarm intelligence methods for solving the
optimization problems. It is a population based search algorithm where each individual is referred to as particle
and represents a candidate solution. Each particle in PSO flies through the search space with an adaptable
velocity that is dynamically modified according to its own flying experience and also to the flying experience of

ISSN: 2250-3021 WWW.i0srjen.org 1457 |Page



Implementation of Artificial Intelligence Techniques for Economic Load Dispatch

the other particles. In PSO each particles strive to improve themselves by imitating traits from their successful
peers. Further, each particle has a memory and hence it is capable of remembering the best position in the search
space ever visited by it. The position corresponding to the best fitness is known as pbest and the overall best out
of all the particles in the population is called gbest [15-16].

The modified velocity and position of each particle can be calculated using the current velocity and the
distances from the pbest; 4 to gbest, as shown in the following formulas [11, 17-20]:

t+1 t t
v =wrv @ e () *(pbest; , — x4
(21)
+C, *1,( ) *(gbesty —x\)
() _ (O D)
Xjg’ =Xjg+Vig (22)
with j=12,...n and g =1,2,....m
where,

N = number of particles in the swarm
M = number of components for the vectors v; and x;
t = number of iterations (generations)

V% = the g-th component of the velocity of particle j at iteration t ,vg'" < Vgt,)g VA

W = inertia weight factor
C,, C, = cognitive and social acceleration factors respectively

I, I, = random numbers uniformly distributed in the range (0, 1)
X% = the g-th component of the position of particle j at iteration t
pbest; = pbest of particle j

gbest = ghest of the group

The j-th particle in the swarm is represented by a d-dimensional vector X; = (Xj1, Xj2, -......Xjd) and its
rate of position change (velocity) is denoted by another d-dimensional vector v; = (vj1, Vj2, -....., jq). The best
previous position of the j-th particle is represented as pbest; =(pbestj1, pbest;,, ......, pbest;q). The index of best

particle among all of the particles in the swarm is represented by the gbest,. In PSO, each particle moves in the
search space with a velocity according to its own previous best solution and its group’s previous best solution.
The velocity update in a PSO consists of three parts; namely momentum, cognitive and social parts. The balance
among these parts determines the performance of a PSO algorithm. The parameters ¢; and ¢, determine the
relative pull of pbest and gbest and the parameters r; and r, help in stochastically varying these pulls. In the
above equations, superscripts denote the iteration number.

B. Parameter Selection for PSO
TABLE II: PARAMETERS USED IN PSO

Parameter Value/Type
Maximum generations 150

Swarm size 10
Cognitive factors (c;) & social | ¢; =2.0
acceleration factors (c,) c,=2.0
Inertia weights Witart, =0.8

For the implementation of PSO, several parameters are required to be specified, such as ¢; and c;
(cognitive and social acceleration factors, respectively), initial inertia weights, swarm size, and stopping criteria.
These parameters should be selected carefully for efficient performance of PSO. The constants ¢; and c,
represent the weighting of the stochastic acceleration terms that pull each particle toward pbest and gbest
positions. Low values allow particles to roam far from the target regions before being tugged back. On the other
hand, high values result in abrupt movement toward, or past, target regions. Hence, the acceleration constants
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were often set to be 2.0 according to past experiences. Suitable selection of inertia weight, W, provides a
balance between global and local explorations, thus requiring less iteration on average to find a sufficiently
optimal solution. As originally developed, W often decreases linearly from about 0.9 to 0.4 during a run [11,
15-20]. The parameters employed for the implementations of PSO in the present study are given in Table II.

IV. RESULTS AND DISCUSSIONS

A.Numerical Example 1

First, continuous quadratic cost curve for the plants is considered. The system consists of 26 bus, 6
units, and the demand of the system was divided into 12 small intervals as shown in Fig. 1. Generating units’
data are given in Table 3.1. The cost function coefficients along with minimum and maximum generation
capacity for each fuel option are given in Table Ill. Table IV, shows the optimal generators’ power outputs for
each hour including their corresponding fuel costs using quadratic programming method. Total production cost
of 12 intervals is $156065.8. Table V, shows the same using RCGA method. Total production cost of 12
intervals is $151008. It is clear from Table 1V and V that RCGA gives better solutions.

TABLE I1l: DATA FOR EXAMPLE - 1: 26-BUS 6-UNIT TEST SYSTEM

Unit/Cost a b c Pmin Pinax
($/MW?h)  ($/MWh) ($/h) (MW) (MW)
Unit-1 0.007 7 240 100 500
Unit-2 0.0095 10 200 50 200
Unit-3 0.009 8.5 220 80 300
Unit-4 0.009 11 200 50 150
Unit-5 0.008 10.5 220 50 200
Unit-6 0.0075 12 120 50 120

TABLEI IV: RESULTS OF QUADRATIC PROGRAMMING FOR EXAMPLE - 1: 26-BUS, 6-UNIT TEST

SYSTEM
UT 1 2 3 4 5 6 7 g 9 10 11 12
P; 33031 363.15 39933 40193 43630 46262 46703 46483 396.74 37861 33287 38120
3 3 6 4 g g 9 3 0 7 9 0
P» 10212 111350 13793 13982 16495 18418 18740 18379 136.03 12280 10399 12469
4 6 1 7 0 6 g 6 6 3 g 1
183.72 193.28 220.17 222.10 24763 267.13 27042 26879 21824 20478 18563 206.70
5 6 4 1 3 7 6 1 7 8 6 g
P 31353 60820 87412 89316 11436 13342 136.61 13501 833508 72201 353245 74.100
7 4 3 g 4 4 1 7 9 6 7 7
Ps 84481 94921 12422 12631 13363 17433 17778 176.06 122.12 10746 86.368 109.33
6 1 1 7 0 3 7 4 3 4 g
50.00 50.00 50.00 5000 69638 91366 94992 93179 30.00 50.00 50 50.00
7 1 5 1
Tota
| 9902.8 10361. 12479. 12621. 14812. 16637. 16972. 16814. 12339. 11369. 10033. 11306.
cost 0 0 0 0 0 0 0 0 0 0 0
in$
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TABLEI V: RESULTS OF RCGA FOR EXAMPLE - 1: 26-BUS, 6-UNIT TEST SYSTEM

ki
UT 1 2 3 3 3 5 7 g 9 10 11 12
P, 35980 37338 41210 41510 0. 47880 48310 o mi.ls 388.79 363<,13 393.86
2 2 & F 2 P &
p, 10245 11219 13647 14159 16535 18563 18078 18696 13733 12553 10460 125.04
= 2 3 5 9 6 7 1 9 1 9 7 6
18528 19669 .. ianan 24963 27013 27146 26859 21867 20420 18645 107.16
P 5 A 22284 2223 5 = =
3 3 3 1 9 6 9 9
p, 1795 60202 89.084 88627 11373 ... 13651 13684 85534 73277 53283 73467
9 6 6 1 6 8 8 9 1 4 5
80.869 - 11821 12088 15134 16922 17248 17165 11740 10265 82949 105.73
P 3 2 1 8 2 1 6 7 5 1 6 5
51132 51.118 51.115 51701 68441 88986 943545 01340 51237 51519 351286 351.161
6 5 2 3 g 6 3 1 5 8 2 5
Tota
1 .. 10307. 12111, 12244, 14278. 15970. 16258. 16114. 11980. 11070. _, 11198.
cost 29831 4 1 1 1 1 1 1 1 . 98071
S
TABLEI VI: RESULTS OF RCGA FOR EXAMPLE - 2: 10-UNIT NEW ENGLAND TEST SYSTEM
Unit Load 2400 2450 2500 2550 2600 2630 2700
! 188.6403 192.9908 205.419 1104316 215.44432 112919 217.148%
- 201.2427 203.4997 2053573 207.5815 209.8058 208.6852 210.5626
? 252.7953 259292 2646391 271.0416 277.4441 1742187 279.622%
+ 2319456 233.5405 234.8331 236.4249 237.9967 137.20489 238.5313
- 2407297 249 6094 2569177 2635 6686 2744184 270011 2773973
6 2319456 233.3403 234.8331 236.4249 237.9967 137.20489 2385313
252.175 260.7258 267.7635 276.1903 284617 2803718 287.48435
§ 2319456 233.5403 7348331 7364249 2379967 137.20489 2385313
7 3192832 3253744 3303877 336.39068 3423934 1145581 4274216
10 1387969 2468866 2539362 2624212 270.8861 266.6217 273.7667
Total cost

4700526 501.8185 5246588 3482634 372.8008 3975015 6222201

V. CONCLUSION

This paper presents the applications of computational intelligence techniques to economic load dispatch
problems considering both continuous and discontinuous fuel cost functions. First, a continuous fuel cost
function is considered for a 26 bus, 6 unit test system and both conventional (quadratic programming method)
and computational intelligence (real coded genetic algorithm) methods are applied to find the optimum
generator allocation. It is seen that the results obtained by the computational intelligence method is better
compared to the quadratic programming method. Further, a discontinuous fuel cost function is considered for a
10 unit New England test system and another computational intelligence technique (particle swarm
optimization) is applied to find the optimum generator allocations. The results are compared with other
published methods to show its superiority.
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