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Abstract: -  Cloud computing is one the upcoming latest technology which is developing drastically. Today lots 

of business organizations and educational institutions using Cloud environment. But one of the most important 

things is to increase the Quality of Service (QoS) of the system. To improve the QoS in a system one must need 

to reduce the waiting time of the system. Genetic Algorithm (GA) is a heuristic search technique which produces 

the optimal solution of the tasks. This work produces one scheduling algorithm based on GA to optimize the 

waiting time of overall system. The cloud environment is divided into two parts mainly, one is Cloud User (CU) 

and another is Cloud Service Provider (CSP). CU sends service requests to the CSP and all the requests are 
stored in a Request Queue (RQ) inside CSP which directly communicates with GA Module Queue Sequencer 

(GAQS). GAQS perform background operation, like daemon, with extreme dedication and selects the best 

sequence of jobs to be executed which minimize the Waiting time (WT) of the tasks using Round Robin (RR) 

scheduling Algorithm and store them into Buffer Queue (BQ). Then the jobs must be scheduled by the Job 

Scheduler (JS) and select the particular resource from resource pool (RP) which it needs for execution. 

Keywords: -  Cloud computing, Quality of Service, Cloud User, Cloud Service Provider, Request Queue, GA 

Module Queue Sequencer, Buffer Queue, Waiting Time, Round Robin Scheduling Algorithm, Genetic Algorithm, 

Resource Pool. 

 

I. INTRODUCTION 
Cloud computing [1,2,3,4] is the process of delivering computing as a service rather than a product, 

whereby shared resources, software, and information are provided to users and other devices as a utility over the 

network. Cloud computing environment is highly dynamic; the system load and computing resource utilization 

exhibit a rapidly changing characteristic over time. Therefore Cloud service provider normally over-position 

computing resources to accommodate the peak load and computing resources are typically left under-utilize in 

nonpeak time. Cloud environment allows users to use applications without installation and access their personal 

files at any computer with Internet access.  End users access cloud based applications through a web browser or 

a light weight desktop or mobile app while the business software and data are stored inside CSP at a remote 

location. Cloud application providers [6, 7, 8, 9] strive to give the better service and performance than if the 

software programs were installed locally on end-user machines. Cloud environment [6, 8, 9] is used in lot of 

fields like in IT industries, educational institute as well as in other industries. In this paper we have proposed 
Cloud Service Provider, figure 1, which includes mainly three parts- GA Module Queue Sequencer, Job 

Scheduler (JS) and Resource Pool (RP). All service requests which are coming from Cloud Users domain are 

stored in RQ which is in GAQS. Now the requested processes must communicate with GAQS processor (GAP) 

and the processor finds out the appropriate sequence of tasks which reduce the waiting time of the tasks. GAQS 

processor then communicate directly with JS which schedules the tasks using Round Robin scheduling 

algorithm and communicate with RP and tries to assign each of these jobs as per their requirement to the 

resources. But the main problem here is that to find out the best sequence of the tasks from all possible 

sequences of tasks and JS schedules those tasks and optimize total Waiting time of those jobs.  

The jobs assignment task is done by JS. So JS must need to assign the task such a way that assignments 

of the jobs to the resources must be fruitful as per as CU requests and the total execution time must be optimal 

of the whole operations. In next two sections discuss about our proposed model of CSP and one Genetic based 

scheduling an algorithm which assigns the task to the resource as per the CU’s demand and also to optimize the 
total waiting time of those tasks. 

 

II. PROPOSED MODEL 
Before starting to discuss about Cloud queueing model first we discuss about the Genetic algorithm and 

then site our proposed scheduling algorithm based on Genetic algorithm.  
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Genetic algorithms (GA) [5, 10, 11, 12] were first proposed by the John Holland in the 1960s [5, 10, 11, 12]. 

The GA [5, 10, 11, 12] is a heuristic search technique that simulates the processes of natural selection and 

evolution. Genetic algorithm (GA) is a promising global optimization technique. It works by emulating the 
natural process of evolution as a means of progressing towards the optimal solution. A genetic algorithm has the 

capability to find out the optimal job sequence which is to be allocated to the processor. 

General Algorithm perform its general operations using the following steps- 

A. Select the fixed size chromosomes from the from the population set. 

B. Perform any one type encoding operation on the chromosomes of the chromosome sets.  

C. Select the best two chromosomes from the chromosome set using their fitness value. 

D. Perform the crossover between two chromosomes and get two different offspring. 

E. Perform the mutation operation on those offspring just interchanging the bit positions. 

F. Continue the steps A to B until get the best solution of the population. 

G. Finally perform the elitism operation of the chromosomes means store the best chromosomes in to 

the system for future use. 

Now we discuss our algorithm based on Genetic Algorithm step by step-. 

a) Cloud users send the request to the Cloud service provider for the resource or resources. 

b) CSP stores the request initially into request queue of GAQS. 

c) GAQS processor then select set of tasks from the RQ and rearrange them until it gets the best 
arrangement of the tasks.  

d) GAQS store the final task set into the buffer queue. 

e) Then job scheduler execute the tasks one by one using round robin scheduling algorithm and select the 

resource or resources to the cloud users. 

Figure 1 describes the architecture of the GA guided scheduling mechanism and the execution steps also shown 
by the numbering. 

 
Figure 1: Architecture of Cloud queuing model using Genetic Algorithm 

Now we discuss the details of GAQS operation step by step- 
1) Request initially comes from the CU for the resources and store into the resource pool. 

2) Now GA processor execute the following steps until the best sequence of tasks are produced- 

a) Select the suitable number of tasks from the request pool using their fitness value (means the tasks 

those who are ready to execute has the higher fitness value compare to the no ready tasks) and 
create one chromosome. 

b) Now perform the mutation operation on the tasks, just to interchange the positions of them and 

find out the waiting time of that sequence using round robin scheduling algorithm individually. 

c) Choose the best sequence of tasks from the task sets which have least waiting time, this step is 

known as elitism.  

3)   Finally the tasks that produced by the GAQS must be stored in the buffer queue and latter the JS execute 

the operation using those tasks. 
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In Figure 2 diagrammatically shown the basic architecture of GAQS which is already discuss in previous 

part. 

.  

Figure 2: Diagram of GA Module Queue Sequencer 

In the next section we discuss our propose algorithm using one example.  

 

III. PERFORMANCE ANALYSIS 

In this section we elaborately discuss our propose algorithm using one example. Suppose Cloud users 

sends n number request for the resources and those resources initially store into the request queue in GAQS like 

P1, P2... Pn as the request come from CU. Now GA processor of GAQS select the tasks from the RP those are 

ready to execute. Suppose first time tasks P1, P2, P3 are ready to execute and their burst times are 10, 15 and 5 

respectively. Now GAP executes all possible sequences of task one by one using Round Robin scheduling. If 

there are n number of tasks are ready to execute, so the number of possible ways are n!. Here three tasks are 

ready to execute, so the possible way to execute of the tasks into JS are 3! Or 6 way. We discuss all of them one 

by one. Here we mention the time quantum of the tasks is 5 for Round Robin scheduling operation. 

                                                                                

 
 

 

                                                                

Table 1. Process table 

The table 1 is depicting here a sample snapshot of three processes whose CPU burst are as follows 10, 

15 and 5. Here we have mentioned the burst table according to the present scenario of system state.  

                                              

 

 

                                                                  0     5     10    15     20    25   30 

Table 1.1. Burst table for the above processes 
 

 The estimated waiting time of the several processes and the average waiting time of the cloud service 

provider system will be as follows  

 

Process 

name 

Calculation 

of waiting 

time 

Output 

P1 (0+(15-5)) 10 

P2 (5+(20-10)) 15 

P3  10 

 

Table 1.2. Waiting time of several processes 

 

Here the average Waiting time = (10+15+10)/3 = 35/3 = 11.6. The second option is being explained in 

the next table of process pool. Here a slight variation can be seen using different notion of process shuffling 
inside CSP.  

 

Process Burst Time 

P1 10 

P2 15 

P3 5 

P1 P2 P3 P1 P2 P2 
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Table 2. Process table 

Table 2 in the above is defining the process pool with several Burst Time 15, 10 and 5. Here we have mentioned 

the burst table according to the present scenario of system state. 

 

 

                              

                                                                  0     5     10    15     20    25   30 

Table 2.1. Burst table for the above processes 
  

 The estimated waiting time of the several processes and the average waiting time of the cloud service 

provider system will be as follows  

 

Process 

name 

Calculation of 

waiting time 

Output 

P1 (5+(20-10)) 15 

P2 (0+(15-

5)+(25-20) 

15 

P3  10 

 Table 2.2. Waiting time of several processes 

 

Here the average Waiting time = (15+15+10)/3 = 40/3 = 13.3. The third option is being explained in the next 

table of process pool. Here a slight variation can be seen using different notion of process shuffling inside CSP.  

 

 

 

 
 

 

Table 3. Process table 

 

 Table 3 in the above is defining the process pool with several Burst Time 10, 5 and 15. Here we have 

mentioned the burst table according to the present scenario of system state. 

 

P1 P3 P2 P1 P2 P2 

0     5     10    15     20    25   30 

Table 3.1 Burst table for the above processes 

 

The estimated waiting time of the several processes and the average waiting time of the cloud service provider 

system will be as follows  
 

 

 

                                    

 

 

 

 

Table 3.2 Waiting time for several processes 

 

Here the average Waiting time = (10+15+5)/3 = 30/3 = 10. The fourth option is being explained in the 
next table of process pool. Here a slight variation can be seen using different notion of process shuffling inside 

CSP.  

Process Burst time 

P2 15 

P1 10 

P3 5 

P2 P1 P3 P2 P1` P2 

Process Burst Time 

P1 10 

P3 5 

P2 15 

Process 

name 

Calculation 

of waiting 

time 

Output 

P1 (0+(15-5)) 10 

P2 (10+(20-15)) 15 

P3  5 
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Table 4. Process table 

 

 Table 4 in the above is defining the process pool with several Burst Time 15, 5 and 10. Here we have 

mentioned the burst table according to the present scenario of system state. 

 

P2 P3 P1 P2 P1 P2 

0     5     10    15     20    25   30 

Table 4.1 Burst Table for the above processes 

 

The estimated waiting time of the several processes and the average waiting time of the cloud service provider 
system will be as follows  

 

 

 

 

 

 

 

 

 

Table 4.2 Waiting time for several processes 

 
Here the average Waiting time = (15+15+5)/3 = 35/3 = 11.6. The fifth option is being explained in the next table 

of process pool. Here a slight variation can be seen using different notion of process shuffling inside CSP 

    

 

 

 

 

 

Table 5. Process table 

 

 
Table 5 in the above is defining the process pool with several Burst Time 5, 15 and 10. Here we have mentioned 

the burst table according to the present scenario of system state. 

 

P3 P2 P1 P2 P1 P2 

  0       5    10   15    20     25    30 

Table 5.1 Burst table for the above processes 

 

The estimated waiting time of the several processes and the average waiting time of the cloud service provider 

system will be as follows  

 

 

 

 
 

 

 

 

 

Table 5.2 Waiting time for several processes 

 

Process Burst Time 

P2 10 

P3 5 

P1 15 

Process 

name 

Calculation of 

waiting time 

Output 

P1  (10+(20-15)) 15 

P2 (0+(15-

5)+(25-20)) 

15 

P3  5 

Process Burst Time 

P3 5 

P2 15 

P1 10 

Process 

name 

Calculation of 

waiting time 

Output 

P1  (10+(20-15)) 15 

P2 (0+(15-

5)+(25-20)) 

15 

P3  0 
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Here the average Waiting time = (15+15+0)/3 = 30/3 = 10. The sixth option is being explained in the next table 

of process pool. Here a slight variation can be seen using different notion of process shuffling inside CSP 

 

 

 

 

 

 

Table 6. Process table 

 

                                                       

Table 6 in the above is defining the process pool with several Burst Time 5, 10 and 15. Here we have mentioned 

the burst table according to the present scenario of system state. 

 

P3 P1 P2 P1 P2 P2 

0     5     10    15     20    25   30 
Table 6.1 Burst Table for the above processes 

  

The estimated waiting time of the several processes and the average waiting time of the cloud service provider 

system will be as follows  

 

 

 

 

 

 

 

 
Table 6.2 Waiting time for several processes 

 

Here the average Waiting time = (10+15+0)/3 = 25/3 = 8.3. Here the average waiting time of all 

possible arrangement of three processes those are ready to execute. From that we see that if we arrange the 

processes using sixth table and then execute them the average waiting time of the tasks must be optimal. So this 

particular sequence must be initially store into the buffer queue and JS execute the tasks using the sequence 

which is stored into BQ and select the resources as CUs demands. So, using GA we reduce the waiting time of 

the overall system.  

3.1 ISSUES ARISING ON THE ABOVE PERFORMANCE 

Assumption related to GA based Algorithm:-  

 
i. The algorithm must operate on multi-resource based CSP system. It must not operate on accessory 

system because it creates an overhead of the whole system. 

ii. The GA processor must operate on the tasks those are ready in RQ to execute. The tasks those are 

recently come to RQ or the tasks those are come after the execution start by the GA processor must not 

execute at that time. 

 

Advantages of GA based Algorithm:- 

 

i. The algorithm must be executed in background. So it must not hamper the execution of the selected 

tasks on the other processors. 

ii. First time it requires some time to find out the sequence of the tasks those are executed in other 

processors. But from next step it must not take any extra time because GAP find out the exact sequence 
of the task in the background and other processor must execute in foreground. 

iii. This algorithm reduces the overall average waiting time of the system. 

iv. This algorithm increases the throughput of the system. 

 

Disadvantages of GA based Algorithm:- 

 

i. The algorithm is not applicable in single resource based CSP system because the throughput of the 

Process Burst Time 

P3 10 

P1 5 

P2 15 

Process 

name 

Calculation of 

waiting time 

Output 

P1 (5+(15-10)) 10 

P2 (10+(20-15)) 15 

P3  0 
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system must be degraded a lot. 

ii. The algorithm is not applicable in online application, means when any new process arrives at RQ the 

GAP must not use it in current operation which is already started. So the algorithm works as static 
mode. 

 

IV. CONCLUSION AND FUTURE WORK 
Previous two sections we describe the GA based scheduling algorithm. Genetic algorithm is a heuristic 

search algorithm and it always find out the solution which takes minimum time to execute or find optimal 

solution from the set of possible solutions. This algorithm must increase the throughput of the system. Here the 

tasks those are ready to execute are operate in all possible way and find the best sequence of the tasks which 

average waiting time must be optical one. So the waiting time of the system must be optimum. 

In future we are trying to reduce the problems of that algorithm and try to create another algorithm which also 
produces an optimal solution. In future we also create a simulator of that algorithm and implement it in our 

environment.  
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