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Abstract: Graph coloring is a well-known and well-studied area of graph theory with many applications. In this 

paper, we will consider two generalizations of graph coloring. In particular, list-coloring and sum-list-coloring. 
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I. INTRODUCTION 
1.1 DEFINITIONS 

 In this paper, we assume a general knowledge of basic graph theory terminology and results.  

For a vertex v and a set of vertices X, we write v ~ X if v is adjacent to all vertices in X. 

Definition 1.1. For two vertices x and y in a graph G, the distance dist(x, y) is the length of, or number of edges 

in, a shortest path between them. 

Definition 1.2. For a subset P of vertices in a graph G, the distance dist(P) = dist(P, G) is 

defined as dist(P ) := min  dist(x, y). 

dist (P) : = 
,

min
x y P

dist (x,y) 

For any vertex v   V (G), let N (v) = N (v, G) denote the neighborhood of v in G. In 

other words, N (v, G) = {u   V (G) : u ~ v}. This definition can also be restricted to the 

neighborhood of v in a subgraph of G. When the graph G is implied, the subscript G will often be omitted. For a 

vertex set X in G, let N (X) = N(G[X]) be the set of neighbors of vertices from X not in X. 

Let H be a subgraph of G and c be a vertex coloring of H. For v  V (H), let c(v, H) = {c(u) : u   N (v) n V (H)} 

be the set of colors used on neighbors of v in H. 

For an induced subgraph H of G and v V (G) - V (H), let Lc (v, H) = L(v) - c(v, H). When the subgraph H is 

clear, we use Lc  (v). We say H is colored nicely by a coloring c with respect to lists L if c is an L-coloring of H 

and for every vertex v    N (H),           |L c(v, H)| ≥ 3. We  also say c is a nice coloring of H in this case. 

Let H be a proper induced subgraph of G. For a vertex vV (G - H), let d(v, H) := 

|N (v)   V (H)| be the size of the neighborhood of v in H. Similarly, for a vertex v   V (H), let d (v,G - H) := |N 
(v) n V (G - H)| be the size of the neighborhood of v outside of H. 

A vertex from N (H) adjacent to at least three vertices in H is called a three-neighbor, or simply 3-neighbor, of H. 

We denote the set of 3-neighbors of H by N             (H). 

Definition 1.3. Let Q(H) = G[H   N3 (H)] be the subgraph of G induced by vertices of H and its 3-neighbors. 

For a path S = v0 v1  . .. vm, and two vertices vi ,vj  of S we write vi S vj  to denote the subpath vi vi  . . . vj-1 vj  of S. 

Many of the results presented here will deal with graphs that can be drawn in the plane so that no edges cross. 

Definition 1.4. An embedding of a graph G = (V, E) is a map onto R2 such that  

 

1. vertices are distinct, 

2. edges are paths between the vertices, and 

3. edges only intersect at vertices. 

 
A graph is planar if it can be embedded in the plane. 

Definition 1.5. A plane graph is a fixed embedding of a (planar) graph where the arcs representing the edges do 

not intersect other points of the embedding except at the endpoints. 

Definition 1.6. A face f of a plane graph G is a connected component of R2 - G, the regions in the plane that are 

not covered by the plane graph G. The boundary of a face f are the edges and vertices that separate f from the 

other faces of G. 

Definition 1.7. A graph is a triangulation if every face has three edges on its boundary. A 

graph is a near-triangulation if the boundary of every face except the outer face has three 

edges on its boundary. 

Definition1.8. An graph is outerplanar if it is a planar graph that can be embedded in the 

plane so that all of the vertices belong to the boundary of the unbounded face. An outerplane graph is such an 
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embedding of an outerplanar graph. 

Definition 1.9. In a cycle C, a chord is an edge between two nonadjacent vertices of the chord which itself is not 

an edge of the cycle. In this dissertation, we will use the term chord when referring to an edge between two 
nonadjacent vertices that lie on the cycle that corresponds to the boundary of the unbounded face of a plane graph 

G. 

Definition1.10. Let G = (V, E) be a planar graph. The dual of G is the graph G = (V’, E’) whose vertex set V is 

made up of vertices v , each of which corresponds to exactly one plane region of G. The edge set E of G is made 

up of edges e , each of which exists if and only if there is a corresponding edge e joining two adjacent regions in a 

fixed plane embedding of G. Note that dual graphs are not unique because they depend on the particular 

embedding used. In this dissertation, we will refer to the notion of a weak dual. 

Definition 1.11. The weak dual of G is the induced subgraph G = (V , E ) of the dual G whose vertices v 

correspond to the bounded faces of G. It can be observed that the dual and weak dual of a graph will not 

necessarily be a simple graph. 

Definition 1.12. The triple (x1, x2 ,x3 ) is a triangle in G if x1, x2 , x3V (G) and x1 x2, x2x3 , x1 x3  E(G). 
Definition 1.13. Let G = (V, E) be a near-triangulation. Assume the non-triangular face is the cycle C = v1 v2  . . . 

vk v1 . Fix vertices v1, v2, vk. 

1. If V = V (C)   {v} and E = E(C )   {vv1, vv2, . .. , vvk }, then G is said to be a wheel W with center v. 

2. If V = V (C ) and E = E(C)   {v1v3, v1 v4, . . ., vvk }, then G is said to be a broken wheel BW k-1 . (This graph is 

also referred to as a fan F k-1.) 

3. A generalized wheel is a graph that is either a wheel, broken wheel, or one of the following two types of 

graphs: 

(a) V = V (C) {u, v} and E = E(C) {v1vi ,vvi, vvi, . . , vvk, uvk uv1 ,.. , uvi  }, or 

(b) V = V (C) {v} and E = E(C){v1v3, v1v4, .. . , v1vk , vvi  ,vvi ,+ 1. . , vvk }. 

For a generalized wheel, vk,v1 v2  is the principal path, v1 is the major vertex, and the edges v1 v2, v1 vk  are 

principal edges. See Figure 2.1  for an illustration of each of the types of generalized wheels described above. 

 

 
 

Definition 1.14. The Cartesian product G × H is the graph with vertex set V (G) × V (H) where any two vertices 

(u, u’ ) and (v, v’ ) are adjacent in G × H if and only if either u’ = v’ and u is adjacent to v in H, or u = v and u is 

adjacent to v in G. 

Definition 1.15. The theta graph  k1, k2, k3 is the union of three internally disjoint paths with k1, k2, k3  internal 

vertices, respectively, that have the same two distinct end vertices. 

Definition 1.16. The graph Gk, the kth power of a graph G, is the graph with the same k vertex set as G and an 

edge between vertices u and v if and only if there is a path of length at most k between u and v in G. 

We define the following graph that is obtained by laying cycles of arbitrary and varying lengths greater than 3 

end to end so that they share an edge. 

Definition 1.17. A graph G is called a path of k cycles, or path of cycles, if G = 
1

k

i

i

G


  where each G  is a cycle 

of length ai ≥ 4 for i = 1,. . . , k, V (Gi=1)   V (Gi ) = {ti, bi }
i=1 and E(Gi-1)   E(Gi ) = {ti, bi} for all i = 2, . .. , k, 

and ti, bi   V (Gj ) for al l j ≠ i - 1, i. If 

Wi   V (Gi) - {ti, bi, ti+1 , bi+1}, then wi  V (Gj) for all j ≠ i. Furthermore, G can be drawnin the plane so that 

the weak dual of G is a path. 

We also define a graph that is obtained by laying cycles of arbitrary and varying lengths greater than 3 along a 
special tree-like structure so they share an edge. 
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Definition 1.18. A graph G is called a tree of k cycles, or tree of cycles, if G =
1

k

i

i

G


  where each G  is a cycle of 

length ai ≥ 4 for i = 1,. . . , k and for all pairs i, j, it must be that V (Gi)    V (Gj ) = Ø or V (Gi )  V (G j) = {u, 

v} for two adjacent vertices u, v V (G). If V (Gi)   V (Gj ) = {u, v}, then u,  V (Gl) for all l = i, j. If wi 

V (G ), then w V (Gj ) for all j ≠ i unless V (Gi)  V (Gj) = {u, v} and w    {u, v}. Furthermore, G can be 

drawn in the plane so that the weak dual of G is a tree and G can be drawn in the plane so that in the dual of G, 
the vertex corresponding to the unbounded face of G is adjacent to all other vertices. 

See Figure  2.3  for an example of a tree of cycles. Note that a path of cycles is a special case of a tree of cycles 

that occurs when the underlying tree-like structure is a path. 

 

II. REDUCTIONS 
 When looking at plane graphs  , all graphs considered will be assumed to be 2-connected. Assume 

otherwise, then it is possible to add edges between some pairs of vertices on the boundary of the unbounded face 

so that the modified graph is 2-connected and all vertices on the boundary of the unbounded face of the original 

graph are on the boundary of the unbounded face of the modified graph, see Lemma 2.19  below. Any list-
coloring of this new graph will then provide a list-coloring of the original graph. 

 
 

Lemma 1.19. Let G = (V, E) be a plane graph that is not 2-connected. Let F be the set of 

vertices on the boundary of the unbounded face of G. Then it is possible to add edges between some pairs of 
vertices in F so that the modified graph G’ = (V’, E’ ) is 2-connected and all vertices of F lie on the boundary of 

the unbounded face of G’.  

 

Proof. Since G is not 2-connected, there is at least one vertex v    V that is a cut-vertex of G, otherwise G will 

be disconnected. An edge e must be added to G so that in the resulting graph, call it G, the vertex v is not a cut 

vertex. Additionally, we must add this edge in such a way that all vertices of F lie on the boundary of the 

unbounded face of G . Let W = vv2,... vmv be a closed walk through all the vertices of F along the boundary of the 

unbounded face of G. Since G is not 2-connected, this closed walk is not a cycle and some of the vertices, perhaps 

edges also, are repeated but not in the same order. In particular, v is repeated. Add the edge vm v2  to G so that it 

now lies on the boundary of the unbounded face of G instead of vvv2. It is important to note that the order matters 

here. If vm vv2  was part of W, it will also be part of the corresponding closed walk through all of the vertices 
along the boundary of the unbounded face of G . The vertex v is not a cut vertex in the graph G. This process may 

be repeated with each remaining cut vertex so that the modified graph does not contain any cut vertices.  

Now that we are assuming all graphs in consideration are 2-connected, we may also employ the following result, 

see. 
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Proposition1.20. Let G be a 2-connected plane graph. Then every edge of G belongs to the boundary of exactly 

two faces and the boundary of every face is a cycle. In particular, it can be assumed that the boundary of the face 

corresponding the un-bounded face of G is a cycle. 
In Chapters  3  and  4  we use two different notions of a reduced graph. This allows for us to get information 

about certain forbidden subgraphs of such graphs. We define the necessary terminology here and then define 

these reductions. In Chapters 3 and 4 we will show why such reductions can be made. 

Definition 1.21. Let X    V be a subset of vertices in a connected graph G = (V, E). If G – X contains at least 

two connected components, then X is said to be a separating set. If X is also an i-vertex set spanning an i-cycle, 

then X is a separating i-cycle. 

Definition 1.22. Let X   V be a separating set in a graph G = (V, E). If P  V and there are at least two vertices 

of P in distinct connected components of G -X, then X is a P-separating set. If X is also a separating i-cycle, then 

X is said to be a P-separating i-cycle. 

In particular, if X consists of two adjacent vertices u,v and X is P-separating in G, then uv is an P-separating 

edge. If an edge does not have this property, it is called a non-P- separating edge. When looking at a plane graph 
G, we will use the following: 

Definition 1.23. Let G be a plane graph and let C be the cycle that corresponds to the boundary of the unbounded 

face of G. If the edge uv is a chord in G with endpoints in C and a P - separating edge, then uv is called a P -

separating chord. 

Definition 1.24. We say that a set X of four vertices of degree at most 5 in a graph G forms the configuration D = 

D(X) if G[X] is isomorphic to K4 - e. 

 See Figure  2.4a  for an illustration of D. 

 
 

Definition 1.25. We say that a set X of seven vertices of degree at most 6 in a graph G forms the configuration W 

= W (X) if G[X] induces a 6-wheel, formed from a central vertex w adjacent to a 6-cycle x1 x2 x3 x4 x5 x6 x1  such 

that x2, x3, x5  and x6  have degree at most 5 in G. See Figure  2.4b  for an illustration of W. 

We now have all of the terminology needed to define the two types of reductions that will be used in this thesis. 

The first type will be used in Chapter 3 and the second type will be used in Chapter  4 . 

Definition 1.26. For a graph G and a set of vertices P , let R(G) = R(G, P), a Type I reduction of G with respect to 
P, be a graph obtained by performing one of the following operations on G: 

1. for a separating 3-cycle or 4-cycle that does not separate P , remove from G the vertices and edges in the 

region that is bounded by the separating 3-cycle or 4-cycle and that does not contain any vertices of P , 

2. for a configuration D = D(X) such that P n X = Ø, remove X from G, or 

3. for a configuration W = W (X) such that P n X = Ø, remove X from G. 

 

If none of these operations can be carried out, let R(G) = G. 

Consider a sequence of graphs G = G0  G1  G2  ··· Gm such that Gi = R(Gi-1, P) 

for i =1,..., m and R(Gm) = Gm. Call such a graph Gm a Type I reduced graph of G. A Type I reduced graph does 

not have a separating 3-cycle or 4-cycle that does not separate P and it contains no configurations D(X) or W(X) 

with P X=Ø. We shall show in Chapter 3 that if a Type I reduced graph of G has a coloring extension of P, then 
so does G. 

Definition 1.27. Let G be a plane graph and let C be the cycle that corresponds to the boundary of the unbounded 

face of G. Let x,y   V (C ). Let R(G) = R(G,{x, y}), a Type II reduction of G with respect to x, y, be a graph 

obtained by performing one of the following operations on G: 

1. If X is a set of vertices in G that induces a separating 3-cycle or a separating 4-cycle and X1 is the vertex set 

of the connected component of G - X which contains neither x nor y, then let R(G) = G - X . 

2. If there is a non-{x, y}-separating chord uv in G that splits G into two graphs GA and GB  such that G = GA 
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  GB , V (GA )   V (GB) = {u, v}, and x,y V (GA ), then let R(G) = GA . 

If neither of these operations can be carried out, then R(G) = G. 

Consider a sequence of graphs G = G0  G1  G2  ··· Gm such that Gi = R(Gi-1, {x, y}) for i=1,..., m and 
R(Gm) = Gm. Call such a graph Gm a Type II reduced                                    graph of G. Note that a Type II 

reduced graph does not contain any separating 3-cycles, separating 4-cycles, nor any non-{x,y}-separating 

chords. Observe also that if G is 2-connected, then R(G) is 2-connected. 

 

Let f G-H (v) = f (v) - d(v, G - H) for all v V (G - H). The subgraph H is called G-H  

a reducible configuration with respect to f if H is f G-H -choosable. We say that H is  reducible because if H 

satisfies these conditions and G - H is fG-H -choosable, then G will be f -choosable. Thus, to show that G is f -

choosable, we can reduce the problem to showing that G - H is fG-H -choosable for any such H. In many cases, this 

will simplify the work that needs to be done. This is because it allows for the assumption that no such reducible 

configuration exists as a subgraph. Such an assumption will often lead to a contradiction. The good configurations 

of Chapter 5  can be considered reducible configurations as subgraphs of a planar graph with 5-lists assigned to 
its vertices. 

 

III. CONCLUSION 
We discussed some results on 2-connected. 
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