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Abstract: - In this paper an optimal control problem for a hyperbolic equation with a phase restriction is
considered. The existence and the uniqueness of the solution of the problem are given. Using the penalty
function method and introducing a conjugate problem, an expression of the gradient of the modified functional
of the stated problem is found and the optimality condition is established.
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l. INTRODUCTION AND STATEMENT OF THE PROBLEM
Optimal control problems for hyperbolic equations have been investigated by Lions in his famous book
[1]. Lions examined the problems in detail when the control function is at the right hand side and in the
boundary condition of the hyperbolic problem. Furthermore, when the control is in the boundaries [2-4], in the
coefficient [5-6], and at the right hand side of the equation [7, 8], there have been some control problem studies
for different types of cost functional. As for the control of initial conditions, Lions mentioned the control of the
initial velocity of the system in detail but stated briefly the control of initial status of the system solving the

systemin L, (€2) .
Let Q2 €R,, is a bounded domain with smooth boundary I"; X=(X;, X, ,---, X, ) an arbitrary point of
the domain Q , T> 0 is a given number ,0<t<T ,6 Q; =Qx(0,T) and

S; =I'x(0,T) . The notation of the functional spaces and their definitions are given in [9].

Throughout this paper, we adopt the following assumptions.

Assumption 1.1: A = Wpll (Q)X sz (Q)X ceeX Wp: (Q) be a space of controls, where

P.i :]71 are given numbers, moreover P, n , i :171.

Assumption 1.2: F (X,t) € L2 (QT) ) ¢1 Eng (Q) ) ¢2 € L2 (Q) are given functions.

Assumption 1.3: The function G(X,t, Yy (X,t;V)) is given function, satisfying the Caratheodory
conditions in the domain

Q xR xU ,U={v=(v,(X),V,(X),--,V, (X)) e R :0 < &<v (X)< & (i =1n)

is a domain of the values of admissible controls.

Assumption 1.4: Everywhere below positive constants are independent of the estimated quantities and

admissible controls are denoted by I1.,,m=1,2,---..

Assumption 1.5: There exists a function By(X,t)eL (Q;) and a constant IT, >Osuch that

0
V (X,1)eQ; and VY eR,VeU theinequality ‘G(X,t, y,V) |S B, (x,t) +H1|Y|2 holds true.
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Assumption 1.6: The function G(X,t, Y, V) has partial derivatives S , oG (i =1,---,n)satisfying
oy ov;
the Caratheodory conditions in the domain Q; x R x U . Moreover, there exist constants I1,, IT, >0 and

0
d(xt) e, (Q;), e (x,t)e L, (Q;)suchthat ¥V (X,t)eQ;and V Y €R , V € U the inequalities

|8G(X,t,y,V)| < d(X,t) n H2 |y|
oy ‘
‘GG(X,L y,V)| S e(X,t) + 1__[3 |y|2 1 (i :1’.“’n)
oV,
hold true.
In this paper, we consider the following problem of minimizing the cost functional:
f (v) = _[G(x,t,y(x,t;v),v) dx dt 1)
Cr
under the following conditions:
O’y < 0 oy |_ 2
v & ox [vi(x) GXJ_ F(x,t), (x,t) e Q 2
0 ,0
y 0 =0 XD g9, xe @ ©
y|ST =0, xeQ (4)
and additional restriction
Bo <y(X1) <f, 5)
on the set of admissible controls
V, =V, x V,x ---x V, ©®)
and
1 1 2 avi P
Vi={v,(x) e Wo(Q), 0<& <vi(x) < &7, x < &, J=ln} @)
HiL, @

where gtil,fiz, a @, ] :1,_n) are given numbers, V = (Vl(X), oV, (X)) is a control and y(Xx,t;v)

is the solution of the problem (2)-(4) corresponding to the control V& V and ,30 , ﬂl are given positive numbers.

Definition 1.1: The problem of finding a function Y = y(x,t;v) EWzl'1 (QT ) from conditions (2)-(4) for
agiven Ve V be called the reduced problem.

Definition 1.2: A function Y = y(x, t; V) eWzl’1 (QT ) is said to be a generalized solution of the problem
@)-(4), ifforall & = & (X,t) eW,* (Q; ) the equation
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_oy(xt) ag(xt) o y(xt) dg(xt)
Q[{ ot ot ,le oX oX dxdt ¥

= [¢(xt) F(x,t)dx dt + [ 4(x) ¢ (x,0) dx v
Q; Q

is valid and (X, T)=0.

Using the above assumptions and the results of [9] the boundary value problem (2)-(4) has unique
solution from Wzl’1 (Q; ) for given Ve V as follows:

Theorem 1.1: Suppose that F(x,t)e L, (QT) ,veV,,¢g €L, (€©2) holds, then (2)-(4) a unique
generalized solution from Wzl’1 (QT ) and the following estimate is valid for the solution:
Hy(x, t)‘ Wyt (Qr) < 1_14 {H F (X’ t)HLZ Q) + H¢1 (X)HLZ(Q) +H¢0 (X)‘

9)

The constrained optimal control problem (1)-(5) is converted to an unconstrained control problem by
adding a penalty function [10] to the cost functional (1), yielding the modified function

W%(Q)}'

¥, () =¥(V) = f, (v) + B(v) (10)
where

D' (y) = {max B, — y(x.t;):01f", @2 (y) = {max{ y(x,t;) — 5,01}

1T

PRW=r [ [ [ ®(y)+ ®*(y)]dxdt

0 0
and I, >0,k =1,2,--- are positive numbers, k"m =+,
—> oo

We can state the following theorem of the existence and uniqueness of this optimal control in view of
[11] as follows:

Theorem 1.2: Let the conditions in the statement of the problem (2)-(4) and the above assumptions be fulfilled.
Then the set of optimal controls for the problem (1)-4) V' ={v € V:f(v)=inf {v €V }} is not empty

and is weakly compactin A .

1. OPTIMALITY CONDITIONS
Now, we investigate the differential of the modified functional LPmk (v,r). For this purpose, we consider the
following adjoint boundary value problem

0 & 0 00| 0G(xt,y,V)
ot? ,Zzll 8xi['()6xi] oy

(11)
L[ (y)+*(Y)], (D) eQ
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@(X,T):O ,%20, Xe Q (12)

®|ST=O,X€Q (13)
Here, the function Y = Y(X,t;V) is the solution of problem (1)-(3) for V€ V .

The generalized solution @(X,t) of (11)-(13) is a function which belongs to W,"*(Q; ) equal

zeroat t = O and satisfies the following integral equation

00 04 < 04 00
T Ar Vi(x) — — ] dxdt
Q[[ ot 6t+;'()al 5X.]
oG(x,t,y,v) . ) (14)
:_I —y/l(x,t) dxdt+rkj [D(y) + D*(y)] A(x,t) dxdt
QT QT

where V A=A(X,t) e W, (Q;)and A(X,0) =0.

It follows from the results of [9, p.209-215] that under the adapted assumptions for each fixed
V € V the boundary value problem (11)-(13) has a unique solution from Wzl’1 (QT ) and the estimation

H®HW21'1(QT) =Tl (15)

o G(xt,y,Vv)
oy

L, (Q7)
is valid.

Theorem 2.1: Let the conditions Theorem 1.1 , assumption 1.5 and for the solution of the problem
* * 82 y* - a
@)-4) Y = Y(X,t;V') , the conditions T € L,(Q;), 1=21,n be fulfilled. Then the functional
i
‘Pa,k(V’ I )is continuously differentiable by Frechet in V and its differential at the point V€ V at the

increment AV= (AV,, AV,,---,AV, )€ A is determined by the expression

o L 00" 0y 0G(xt,Y,v)
<Y (V),Av = = — + Av. dxdt
(V) Q[Z{ ox ox o }Av, (16)

where @ =@ (X,t;V") is a solution of the problem (11)-(13) for V=V and < W'(V"), AV~ means
the value of ‘P'(V*) on the element AV .

Proof: Now, using the Lagrange formula for the increment of the modified functional ‘¥, (v, ) we
obtain the formula
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AP,(V) =¥, (V +AV) =, (V)
I[ aG(x,t,v) y+Z”:aGéx\,/t;v) Av, 1 dx dt -

i=1 i

(7 9P(y) , 2P*(y)
+rk_([J'[ 3y 5y 1A y(x,t) dxdt + R,

0
where

96(on)_ GG Z °° (6”1) G 1 v, dx dt

E}{l_é[{[ ay i=1 i a |

(18)
+r, j[ Ay (x,1)]? dx dt
Qr

and o, =(X,t,y +plAY,V +plAv), 0<pl <1, ple[0]] isanumber.

Let AV= (AV,, AV,, -+, AV,)E A bean arbitrary increment of the control V& V

suchthat V. +AV €V | Using the Lagrange's formula finite increments one can obtain that the function

Ay =y (xt, v+ AV)— y(x.t, V*) is a solution from the class Wzl’l (Q; ) of the following boundary
value problem:

5Ay+§]fl-ﬁ 00+ Av}aij >0 [Amiﬁyj () eQ u)

atz i=1 0 Xi | i=1 0 Xi i
Ay (X
ay =0, 220 g e g 0
ot
s = 0, xeQ (21)
Then under the given conditions for the solution of the problem (19)-(21) the estimation
1A y(x, t)\wzm(Q , < I %
n asz*z OAV ay*2
i 22
A={D AV, —5— oy } (22)
=1 0% L(Q) =t 0% 0% L, (Qr)

is valid.

Using the boundedness of the imbedding's W;i (Q)—>C(Q) for P >n,i =1,n, the above

assumption 1.5, the condition of the Theorem, estimation (9) and estimating the right side of (22) we establish
that

HA y szl'l(QT) <1 HA Vi HA (23)

The solution of the problem (19)-(21) satisfies the equality

International organization of Scientific Research 31|Page



On An Optimization Problem With Hyperbolic Partial Differential Equations

aAyaG) 8@ 8Ay
— X)+Av,) dx dt
= Zl( (x) "y
n (24)
= _ J' Y 8_y8£ Av, dx dt
g 0%, OX;
Ifin (14) for vieV we put /1=Ay and subtract the obtained equality from (24), we can obtain
1 2
€22+ n 1 22+ 2213 A yixtiv) dxat
8y 5y
"9y (25)
j Z L Ay, dx dt+ %R,
= 8x ax
J Ay a®
R, = Av, dx dt
where 2 J. ; 8X 8X-
o8 i
In view of this, we write relation (17) in the form
- oy 00 aG(x,t,y;v)
AY, (v Av. dx dt + R, + R,
(V) = jz[axax oy 1A L+ Ry (29
Using the estimations (22) , (23) we can estimate the reminder terms le ) ERZ as follows:
o<, [0S0 9G] 00 061 yy ppay e
\ oy oy L) ) \ oV, oV, L)
" 9AY 0O
R, |= —=—— Av, dx dt
.| 4: ; o% ox
(28)
oAy 00"
<TI — — | <11, AV
b3 = N R

It follows from the above two inequalities that iRk =O(HAVHA) , K=21,2 is valid for the reminder

term R = R, + R, . By taking into account the estimate of R in (26), we find that the functional
LI’mk (v, 1) is Friechet differentiable on V' and its differential is given by (16). The proof of Theorem 2.1 is

complete.
The following assertion provides a necessary optimality condition for the problem (2)-(4),(6).

Theorem 2.2: Let the assumptions of the problem be fulfilled. Then for the optimality of control
V= (Vl, Vo,oee, Vn)E V' in the problem (1)-(4),(7) it is necessary that the inequality
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iy g8 +‘3G(2’;’ YV 1k (v(x)— V() }dxdt =0, g
Qr =1 i i i

1
be fulfilled for an arbittary V €V , where Y =Y (X,t,V )and O =O(X, 1,V )are the
solutions of the problems (1)-(4),(7) and (11)-(13) for VeV .

Proof: The set V is convex in A. Besides, by Theorem 2.1 the functional ‘P, (V,r)is
continuously differentiable by Freshet in V . Then by Theorem 5 from [11, p. 524] it is necessary that the
O (V")

oV
of the inequality (29) follows from this and (16). Theorem 2.2 is proved.

inequality =< , V=V >=2>0 pefulfilled for all ve V on the elementv" € V" . The validity

1. CONCLUSION
In this paper, we prove the existence and the uniqueness of an optimal control problem for a hyperbolic equation
with a phase restriction. Applying the penalty function method and introducing a conjugate problem, an
expression of the gradient of the modified functional of the stated problem is found. Finally, we prove the
optimality conditions.
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