
IOSR Journal of Engineering (IOSRJEN)                         www.iosrjen.org 

ISSN (e): 2250-3021, ISSN (p): 2278-8719 

Vol. 04, Issue 04 (April. 2014), ||V6|| PP 34-37  

 

International organization of Scientific Research                                                    34 | P a g e  

Different techniques designs for clustering of data, specially 

categorical data: An Overview 
 

Kusha Bhatt 
1
, Pankaj Dalal 

2
 

1 (M.Tech Scholar, Software Engineering, Shrinathji Institute of Technology & Engg., Nathdwara) 
2 (Associate Professor,Deptt. Of CSE, Shrinathji Institute of Technology & Engg., Nathdwara) 

 

Abstract: - Mining of knowledge from a pool of data is known as data mining. One of the research potent field of 
research in area of data mining is clustering. The earlier work in clustering is mainly concentrated on quantitative 

and ordinal data or we can in general say numeric data which have an inherited order. But application of these 

algorithms on categorical data is not possible as these data items do not have any inherited order. Therefore it 

becomes necessary to have algorithms that can solve the problem of categorical data clustering. In this paper, an 

overview of various categorical data clustering techniques has been given.  
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I. INTRODUCTION 

The unsupervised learning that aims at partitioning a data set into groups of similar items is known as 

Clustering. The goal is to create clusters of data objects where the within-cluster similarity is maximized (intra-
cluster similarity) and the between-cluster similarity is minimized (inter-cluster similarity).  One of the stages in a 

clustering task is selecting a clustering strategy. A particular clustering algorithm is selected that is suitable for the 

data and the desired clustering type at this stage.  Selecting a clustering algorithm is not an easy task and requires the 

consideration of several issues such as data types, data set size and dimensionality, data noise level, type or shape of 

expected clusters, and overall expected clustering quality. Many clustering algorithms have been proposed that 

employ a wide range of techniques such as iterative optimization, probability distribution functions, density-based 

concepts, information entropy, and spectral analysis in past few decades. 

 

A. An Overview of Clustering 
Here we are providing a small exploration of the elements that are to be taken under consideration when designing 

clustering algorithms. The elements are data types, proximity measures, and objective functions, the description of 

the elements is provided below.   

 

Data Types   

The value of an attribute can be classified as follows:    

 Quantitative. These attributes contain continuous numerical quantities where a natural order exists between 

items of the same data type and an arithmetically based distance measure can be defined.   

 Qualitative.   These attributes contain discrete data whose domain is finite.   We refer to the items in the domain 

of each attribute as categories. Qualitative data are further subdivided as:  

 Nominal.  Data items belonging to this group do not have any inherent order or proximity.   We refer to these 

data as categorical data. 

 Ordinal. These are ordered discrete items that do not have a distance relation 

 Binary attributes are attributes that can take on only two values: 1 or 0.     
Depending on the context, binary attributes can be qualitative or quantitative.   

 

Proximity Measures   

Proximity measures are metrics that define the similarity or dissimilarity between data objects for the 

purpose of determining how close or related the data objects are.  To define proximity measure there are various 

approaches. Depending upon the data types and application area these approaches varies. For most algorithms, these 

proximity measures are used to construct a proximity matrix that reflects the distance or similarity between the data 



Different techniques designs for clustering of data, specially categorical data: An Overview 

International organization of Scientific Research                                                    35 | P a g e  

objects.   These matrices are used as input for a clustering algorithm that clusters the data according to a partitioning 

criterion or an objective function.  

 

B. Clustering Stages 

Clustering cannot be a one-step process. In one of the seminal texts on Cluster Analysis, we can divide the clustering 

process in the following stages [2]. 

 Data Collection 

 Initial Screening 

 Representation 

 Clustering Tendency 

 Clustering Strategy 

 Validation. 

 Interpretation 

II. TYPES  OF  CLUSTERING 
Types of clustering and algorithms. 

Traditionally clustering is divided into two basic types of clustering:  

 Hierarchical clustering methods 

 Portioning methods.  

Hierarchical clustering algorithms consist of assigning the objects to their own clusters and then pair of clusters is 

repeatedly merged until the whole tree is formed. [5].Some such algorithms are BIRCH [4], CURE [6] etc. BIRCH 

[4] is a data clustering method which is the first to handle noise (data points that are not part of an underlying 

pattern).It addresses the problems of large databases and minimization of I/O. BIRCH [4] addresses metric 
attributes. CURE [6] identifies clusters which are non-spherical in shape and which have wide variance in size. It 

employs the technique of random sampling and partitioning that allows it to handle large data sets. Partitional 

clustering decomposes the given data set into disjoint clusters. The common example for partitional clustering 

algorithm is K-mean. All the above algorithms are mainly used with numeric data. 

 

III. REVIEW OF CATEGORICAL DATA CLUSTERING ALGORITHMS 
A. Algorithms used earlier 

Some of the algorithm which are used for clustering categorical data are ROCK [6], K-Modes, STIRR [7], 

CACTUS[8], COBWEB [9],and EM[10]. ROCK [6] proposes a novel concept of links to measure the 
similarity/proximity between a pair of data points. It employs links and not distances when merging clusters. ROCK 

[6] a robust clustering algorithm for categorical attributes. STIRR [7] it is based on an iterative method for assigning 

and propagating weights on the categorical values in a table; this facilitates a type of similarity measure arising from 

the co-occurrence of values in the dataset.  CACTUS [8] introduces a normal formalization of a cluster for 

categorical attributes by generalizing the cluster definition for numerical attributes. CACTUS [8] clusters categorical 

attributes whose attribute values do not have any natural ordering. In this algorithm there is no post processing of the 

final output generated by the user to define the clusters.  COBWEB [9] is an incremental clustering algorithm, based 

on probabilistic categorization trees. The search for a good clustering is guided by a quality measure for partitions of 

data. The algorithm reads unclassified examples, given in attribute-value representation. EM algorithm [10] is an 

iterative clustering technique. It starts with an initial clustering model for a data and iteratively refines the model to 

fit the data better. After indeterminate number of iterations it terminates at an optimal solution.  K-modes [11] 

algorithm extends K-means to categorical domain. The K-modes method have three major modifications to K-
means, it uses different dissimilarity measures. Replaces means with modes and uses a frequency based method to 

update modes. This algorithm defines the clusters based on how close they are to the centroid of cluster, distances 

between centroid of clusters is a poor measure of similarity between them.  

 

B. Recently used algorithms 

Tiejun et al. proposed a clustering algorithm processing data with mixed attributes, which aims to improve 

the speed and efficiency by means of restricting the searching direction of particles warm in the gradient space. 

Compared with the traditional algorithm processing data with mixed attributes such as K-prototype and K-mode, it 

is an unsupervised self-learning process. Furthermore it doesn’t need to pre-set parameter according to priori 

experience, which makes its results more directionally significant [12]. Tripathy et al. proposed an algorithm called 

SSDR which is more efficient than most of the earlier algorithms including MMR, MMeR and SDR, which are 
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recent algorithms developed in this direction. It handles uncertain data using rough set theory. This takes both the 

numerical and categorical data simultaneously besides taking care of uncertainty. Also, this algorithm gives better 

performance while tested on well-known datasets [13]. Reddy et al. presented a clustering algorithm based on 
similarity weight and filter method paradigm that works well for data with mixed numeric and categorical features. 

They propose a modified description of cluster center to overcome the numeric data only limitation and provide a 

better characterization of clusters [14]. Khan et al. proposed an algorithm to compute fixed initial cluster centers for 

the K-modes clustering algorithm that exploits a multiple clustering approach that determines cluster structures from 

the attribute values of given attributes in a data. This algorithm is based on the experimental observations that some 

of the data objects do not change cluster membership irrespective of the choice of initial cluster centers and 

individual attributes may provide some information about the cluster structures [15]. Chen et al. Presented a method 

for performing multidimensional clustering on categorical data and show its superiority over unidimensional 

clustering. Complex data sets such as the ICAC data can usually be meaningfully partitioned in multiple ways, each 

being based on a subset of the attributes. Unidimensional clustering is unable to uncover such partitions because it 

seeks one partition that is jointly defined by all the attributes. They proposed a method for multidimensional 
clustering, namely latent tree analysis [16]. Cao et al. presented a weighting k-Modes algorithm for subspace 

clustering of categorical data and its corresponding time complexity is analysed as well. In this algorithm, an 

additional step is added to the k-Modes clustering process to automatically compute the weight of all dimensions in 

each cluster by using complement entropy. Furthermore, the attribute weight can be used to identify the subsets of 

important dimensions that categorize different clusters [17]. Chen et al. proposed a novel kernel-density-based 

definition using a Bayes-type probability estimator. Then, a new algorithm called k-centers is proposed for central 

clustering of categorical data, incorporating a new feature weighting scheme by which each attributes automatically 

assigned with a weight measuring its individual contribution for the clusters [18]. 

 

IV. CONCLUSION 
In data mining clustering is the dynamic field of research. When the size of data set grows it is desirable to 

have algorithms which are able to discover highly correlated regions of objects. In this paper, we have discussed 

various clustering algorithm for categorical data. The algorithms mentions in this paper have their own advantages 

and disadvantages. After having a brief overview of the available techniques of clustering of categorical data we can 

try to develop a technique which emphasis on cluster center initialization for better results of clustering. This may be 

taken as the future scope of the paper.  
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