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Abstract:- This paper presents a new data structure and codes based on Huffman encoding that used to send 

English alphabet text, by adding the most repetitive words in the English language in order to decrease the total 

number of bits and then maximize the bandwidth efficiency. 
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I. INTRODUCTION 
 A prefix code is a type of code system (typically a variable-length code) distinguished by its possession 

of the “prefix property”, which requires that there is no whole code word in the system that is a prefix (initial 

segment) of any other code word in the system. 

Every message encoded by a prefix-free code is uniquely decodable. Since no code word is a prefix of any other 

we can always find the first code word in a message, peel it off, and continue decoding [1, 7]. 

 

1.1 Huffman encoding 

 Huffman developed a nice greedy algorithm for solving this problem and producing a minimum 

cost (optimum) prefix code. The code that it produces is called a Huffman code. 

Huffman coding is a popular method that satisfies the prefix property for compressing data with variable-length 

codes [1, 5]. Given a set of data symbols (an alphabet) and their frequencies of occurrence (or, equivalently, 

their probabilities), the method constructs a set of variable-length code words with the shortest average length 

and assigns them to the symbols. Huffman coding serves as the basis for several applications implemented on 

popular platforms. The Huffman encoding algorithm starts by constructing a list of all the alphabet symbols in 

descending order of their probabilities. It then constructs, from the bottom up, a binary tree with a symbol at 

every leaf. This is done in steps, where at each step two symbols with the smallest probabilities are selected, 

added to the top of the partial tree, deleted from the list, and replaced with an auxiliary symbol representing the 

two original symbols. When the list is reduced to just one auxiliary symbol (representing the entire alphabet), 

the tree is complete. The tree is then traversed to determine the code words of the symbols [2]. 

 

2. English alphabet codes: 

 In fig. 1, we can see the English alphabet codes [3] and we can see that the codes are prefix so we will 

use this property to add the most repetitive English words to this structure. 

 
figure.1: show the English alphabet codes 
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These codes are made by Huffman encoder technique that will guarantee a prefix property and as small as 

possible code lengths [6, 8]. 

 

3. The new structure for sending English alphabets: 

3.1 The words frequency 

Now by adding the most repetitive words in the English language that are based on distillation of the Google 

books data [4] and they are: 

{The, and, that, for, was, with, not, this, are, his, from, which, but, have, had, and they}  

The choosing of and the sort of the words is based on the maximum gain we have in preserving the number of 

data bits we need to send a text of English language message. 

3.2 The newly added codes 

By a prefix property, we can give these words a code that will not interfere with the other codes and to do this, I 

change just one code in the Huffman tree for English alphabet, and I choose the alphabet (I) because of its small 

frequency and number of bits to change it by adding just one bit in the end so it will be like this (01111) [1]. 

Now the field of (01110) is open and not interferes with the other codes in the Huffman tree. 

The new codes for the most repetitive words in English language and the alphabet (I) can be seen in table.1 

Table.1 

I 01111 

The 011100000 

and 011100001 

That 011100010 

For 011100011 

Was 011100100 

With 011100101 

Not 011100110 

This 011100111 

Are 011101000 

His 011101001 

From 011101010 

Which 011101011 

But 011101100 

Have 011101101 

Had 011101110 

they 011101111 

                

Now we can see in table.2 the code length differences between the ordinary English language alphabets codes 

and the new coding scheme proposed. 

Table.2 

letter Old code 

length in bits 

New 

code 

length 

The 

difference  

I 4  5 +1 

The 12  9 -3 

and 13  9 -4 

That 17  9 -8 

For 13 9 -4 

Was 14  9 -5 

With 18  9 -9 

Not 12 9 -3 

This 18  9 -9 

Are 11  9 -2 

His 14 9 -5 

From 18 9 -9 

Which 24 9 -15 

But 14 9 -5 
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Have 17 9 -8 

Had 14 9 -5 

they 17 9 -8 

 

We can observe the following notes from table.2: 

A- The positive sign means that the number of bits is increased and the negative sign means that the number of 

bits is decreased. 

B- The only increase in the number of bits per code word is in the letter (I) by just one bit to make the field 

01110 available.  

C- We decrease the number of bits per code word in all words between (2-to-15) bits. 

3.3 Measuring tool: 

Now we can measure the differences between the two methods by counting only the letter (I) on the English text 

(except in the words: with, this, his, and which) by replacing it with +1 bit and the words in table .2 by the 

difference number in negative sign. 

Example: the difference in the number of bits in the text "The frequency of letters in a text has been studied for 

use in Huffman's encoder" between the two methods in the next sentence is: 

Each I in words (in, studied, and in) means +1.The values for each special word are as follow: The = - 3 bits, for 

= -4 bits.  

Then the final difference will be: 

(+1+1+1-3-4) = -4 bits.  

This means we decrease the number of bits in sending the last sentence by four bits. 

Now let use this method on a larger text as: 

"Water is a transparent and nearly colorless chemical substance that is the main constituent of 

Earth's streams, lakes, and oceans, and the fluids of most living organisms. Its chemical formula is H2O, 

meaning that its molecule contains one oxygen and two hydrogen atoms, that are connected by covalent bonds. 

Water strictly refers to the liquid state of that substance, that prevails at standard ambient temperature and 

pressure, but it often refers also to its solid state (ice) or its gaseous state (steam or water vapor)." 

The number of the letter I in the text is: 24 which mean an increase of 24 bits, now the decrease in the number of 

bits because of the words in the table is -76 bits. Then the final result means we have a decrease in the number 

of sending bits by 54 bits. 

Fig.2 gives a comparison in the number of bits decreased for 10 text samples contains just 10 lines of words: 

 

 
figure.2 : shows the performance for 10 lines text. 

 

Fig.3 gives a comparison in the number of bits decreased for 10 text samples contains just one page: 

 

 
figure.3: shows the performance for one page text. 

II. CONCLUSION 

https://en.wikipedia.org/wiki/Stream
https://en.wikipedia.org/wiki/Lake
https://en.wikipedia.org/wiki/Ocean
https://en.wikipedia.org/wiki/Fluid
https://en.wikipedia.org/wiki/Organism
https://en.wikipedia.org/wiki/Chemical_formula
https://en.wikipedia.org/wiki/Molecule
https://en.wikipedia.org/wiki/Oxygen
https://en.wikipedia.org/wiki/Hydrogen
https://en.wikipedia.org/wiki/Atom
https://en.wikipedia.org/wiki/Covalent_bond
https://en.wikipedia.org/wiki/Liquid
https://en.wikipedia.org/wiki/Standard_ambient_temperature_and_pressure
https://en.wikipedia.org/wiki/Standard_ambient_temperature_and_pressure
https://en.wikipedia.org/wiki/Standard_ambient_temperature_and_pressure
https://en.wikipedia.org/wiki/Solid
https://en.wikipedia.org/wiki/Ice
https://en.wikipedia.org/wiki/Gas
https://en.wikipedia.org/wiki/Steam
https://en.wikipedia.org/wiki/Water_vapor
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The new structure gives us an enhancement on the bandwidth efficiency on every text size so we can use it to 

maximize the number of data that can be sent at the same time. 
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