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Abstract: This paper presents classification techniques for analyzing mushroom dataset. Artificial Mushroom 

dataset is composed of records of different types of mushrooms, which are edible or non- edible. Aritificial 

Neural Network and Adaptive Nuero Fuzzy inference system are used for implementation of the classification 

techniques. Different techniques used for classification like ANN, ANFIS and Naïve Bayes are used to 

categorize different mushrooms as edible or non-edible. The performance of the different techniques is 

evaluated using accuracy, MAE, kappa statistic. After analyzing the results it was found that Adaptive  Nuero 

Fuzzy inference System outperformed  the other techniques with highest accuracy, lowest mean absolute error 

and ANN is the second best performer. If size of training set is increased, the accuracy also increased with 

respect to training set. 
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I. INTRODUCTION 
Large amount of data analysis is difficult task, so to handle large amount of datasets data mining 

technique can be used. Data mining techniques used to extract important information from large amount of data. 

Data mining is basically KDD process which involves Identification of data, its validation, novelty and 

understanding of pattern recognition of large and complex data [1-2]. Data mining technique is divided in to two 

categories descriptive and predictive task [3].Agriculture sector data is analyzed to classify different types of 

crops, classification of soil, increase the productivity of crops, aroma detection and freshness of fruits  and 

vegetable [1]. Mushroom aroma and its structure, place of origin, and habitat has been used as marker of 

mushroom discrimination [4-6].The main component of mushroom aromas include alcohols and 1-octane-3-

ol.The classification of mushrooms using sensors have reported in previous studies [7-9].This paper presents the 

use of different classification techniques on mushroom data to classify various types of mushrooms as edible or 

non-edible. Section I provides an overview of classification techniques used in this paper and different 

parameters used for performance of different techniques. Section II provides a brief review of related work on 

mushroom dataset used. Section III describes methodology. In Section IV result of classification techniques on 

mushroom data. Section V concludes the paper with future perspective.   

 

II. RELATED WORK 
Learning and testing two steps involved in classification and it predict the classes of objects whose 

class label is not known .In first step of classification; classifier is built to describe a predetermined set of 

concept by analyzing the training set of datasets. In next step, the predictive accuracy of classifier is estimated 

using the test data which is achieved in first step [1].Different types of classifiers such as Multilayer perceptron, 

Self-Organizing map, Support vector  machine, decision trees, Bayes classifier, Genetic Algorithms, Nueral 

Network  , Nuero fuzzy,Adaptive Nuero Fuzzy Inference system, etc. are used for classification of datasets[10-

12]. Artificial neural network is applicable in various applications like, medical [13], business applications [14], 

[15], pattern recognition [16] pharmaceutical science [17], speech recognition[18] [19], and bankruptcy 

application [20].R. Bala et al. [2] discussed about ANN algorithm and their use in classification. In data mining 

technique, classification was important step. Author proposed different variants of ANN and hybrid with other 

evolutionary algorithm to improve the performance of ANN.H. Bischof et al.[21] proposed ANN with back 

propagation for classification of Landsat data. Back propagation used for training of ANN. The Algorithm 

applied for image classification [22]. C.T.Lin [23] proposed neural network  with fuzzy logic to find input –

output relationship with decision system.Alphus DW [24] developed Aromascan A32S having 32 sensor array 

to identify  fungicide residues types in vitro.The proposed e-nose differentiates nine fungicide type and 
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providing identification rate from 84-98%. PCA is used for pair wise comparisons of headspace volatiles in all 

combinations and provide indication of chemical relatedness between fungicides. 

Kouki F et al.[25] proposed three techniques to minimize the variation of sensor values. Due to alcohol exposure 

condition or humidity, e-noses have tendency to vary their responses. The techniques used to minimize the 

sensor values variation using (i) Trapping system used to minimize inferring components (ii) Statistical 

Standardization performed to minimize the impact of the aroma amount (iii) Selecting suitable sensors. Results 

showed that using correlation coefficient with the proposed technique was used to discriminate between 

artificial mushroom flavors and white mushroom. Decision tree was used to discriminate the odors of fresh 

mushrooms: golden needle, white mushroom, shiitake, and eryngii. PCA was also used to classify different 

mushroom varieties. Using these techniques, correlation coefficients between mushrooms of the same variety 

was improved (0.024) while standard deviation was decreased (0.091). 

 

III. METHODOLOGY 
The artificial mushroom from Agaricus and Lepiota family were retrieved from UCI Machine learning 

respository [26]. This dataset consists of 8124 instances, 22 attributes, 2 possible classes. Mushroom dataset was 

split for training and testing purposes. Different sizes of training data were used to check the performance of 

classifier. The performance of different classification algorithm such as ANN, ANFIS , and  Bayes Net classifier 

were compared on the basis of  Mean absolute error, Accuracy, Kappa statistic for mushroom datasets. Feature 

extraction is required to get mathematical transformation of the multivariate time response. These 

transformations actually reduce the dimension of input data with more informative data [27].The steps involved 

in proposed method is shown in fig.1. 

 

 
Fig.1 Steps involved in Mushroom classification 

 

The proposed technique for mushroo classification is artificial neural network (BPNN) and adaptive 

fuzzy inference system. Naive bayes classifier assumes the presence of particular feature of a class which is not 

related to the presence of any feature. This is the supervised classification technique [1]. Fuzzy neural networks 

retain the basic properties and architectures of neural networks . The ANFIS learns features in the data set and 

adjusts the system parameters according to a given error criterion. ANFIS is the specific approach in neuro 

fuzzy development which has shown significant results in modeling of nonlinear functions [28-29] 

 

IV. RESULT AND DISCUSSION 
Mushroom classification using ANN and ANFIS is compared with Naïve Bayes classifier. Accuracy, 

mean absolute error, kappa statistic are different measures of performance analysis of different classifier used. 

Classification accuracy is the ability of the model to predict the class of data. Absolute mean error is the 

difference between the predicted value and actual value. Kappa statistic is the concordance level of classified 

data during prediction. 

 



Mushroom Classification Using ANN and ANFIS Algorithm.. 

International organization of Scientific Research                                                                               96 | P a g e  

 
Fig.2 PCA feature Extraction of Mushroom Data 

 

Fig. 2 shows feature extraction of mushroom data. Only five features selected as class 1,2,3,4,5 were 

given to next step ANN and ANFIS.Table 1 shows the values of different parameters like total no. instances, 

correctly classified instances and Kappa Statistic with the respective training dataset size for ANN technique. It 

is clear from the table that the accuracy is high when size of training dataset is large as compared to when 

dataset is small but highest accuracy is achieved at 70% of training data size and mean absolute error decreases 

as size of dataset increases. The values of Kappa Statistic also increase with the increase in size of training set. 

 

Table1 Simulation result of ANN algorithm 
S. No.  

 

Training 

Size (%) 

 

No. of 

Instances 

used for 

training 

(8124) 

Correctly 

Classified 

Instances 

%(value 

Incorrectly 

Classified 

Instances 

%(value) 

 

Mean 

Absolute 

Error 

 

Kappa 

Statistic 

01 40 3250 94.4615 5.5385 0.0523 0.8892 

02 50 4062 95.5441 4.4559 0.4431 0.9103 

03 60 4874 95.5478 4.4522 0.452 0.9165 

04 70 5687 96.8173 3.1872 0.033 0.9316 

05 80 6499 96.738 3.262 0.0338 0.9338 

 
 It is clearly evident from the table that the accuracy increases with increase in dataset size and it is 

maximum for training set of 70 % of the whole data set. Mean Absolute Error decreases gradually from 40% to 

70% of training data set size. Kappa statistic values vary between 0.8892 to 0.9338. 

  
Table 2 Simulation result of ANFIS algorithm 

S. No. 

 

Training 

Size (%) 

 

No. of 

Instances 

used for 

training 

(8124) 

Correctly 

Classified 

Instances 

%(value 

Incorrectly 

Classified 

Instances 

%(value) 

 

Mean 

Absolute 

Error 

 

Kappa 

Statistic 

01 40 3250 94.7446 5.2524 0.0468 0.8827 

02 50 4062 96.7583 3.2417 0.0316 0.9266 

03 60 4874 98.7279 1.2721 0.0074 0.9822 

04 70 5687 99.7538 0.2462 0.0018 0.9956 

05 80 6499 99.8769 0.1231 0.0008 0.9980 

   
 Table 2 shows the values of different parameters with the respective training dataset size for ANFIS 

technique. It is clear from the table that the accuracy is high when size of training dataset is large as compared to 

when dataset is small but highest accuracy is achieved at 80% of training data size and mean absolute error 

decreases as size of dataset increases. The values of Kappa Statistic also increase with the increase in size of 

training set. 

 

Table 3 Simulation result of Naïve Bayes algorithm [1] 
S. No. 

 

Training 

Size (%) 

 

No. of 

Instances 

used for 

training 

(8124) 

Correctly 

Classified 

Instances 

%(value 

Incorrectly 

Classified 

Instances 

%(value) 

 

Mean 

Absolute 

Error 

 

Kappa 

Statistic 

01 40 3250 94.4615 5.5385 0.0523 0.8892 

02 50 4062 95.5441 4.4559 0.0443 0.9103 
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03 60 4874 95.5478 4.4522 0.0452 0.9165 

04 70 5687 96.8173 3.1827 0.0333 0.9316 

05 80 6499 96.738 3.262 0.0338 0.9338 

 

Table 3 shows the values of different parameters with the respective training dataset size for Naïve 

Bayes technique. Highest accuracy is achieved at 70% of training data size and mean absolute error decreases as 

dataset size increases. The lowest value of Kappa Statistic is at lower training size while highest value of kappa 

statistic is 0.9338 at 80% training size. 

 

.  
Fig 3. Comparison based on incorrectly classified instances 

 

Fig 3 shows the comparative analysis between Naïve Bayes, ANN, and ANFIS classifier based on 

incorrectly classified instances. Fig 4 clearly depicts that the accuracy of ANFIS classifier is the best among 

these three classifier Naive Bayes, ANN, ANFIS techniques. 

 

 
Fig 4. Comparison based on Accuracy 
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Fig 5. Comparison based on Mean Absolute Error 

 

Fig 5 shows that the highest Mean absolute error is 0.03% and lowest Mean absolute error is 0.0019% in the 

ANFIS Technique. From the above graph we can clearly see that the Mean absolute error rate of  Naïve Bayes  

classifier is the highest among these three classifier techniques. 

 

 
Fig.6 Comparison based on Kappa Statistic 

 

Fig. 6 shows that the Kappa Statistic for all training size. From the above graph we can clearly see that the 

Kappa Statistic rate of ANFIS classifier is the highest among these three classifier techniques. 

 
V. CONCLUSION 

It can be seen from the above results that the ANFIS classification technique performs best among the 

three techniques used for classification. It is also seen that performance of all the techniques is low when dataset 

size is small and the performance improves with increase in size of training set up to when training set is 70% of 

the whole dataset. So it is very clear that size of training set as well as selection of classification technique 

depending on the data to be analyzed is very important for data mining of patterns efficiently. 
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