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Abstract:  Cache is a smaller static memory, that is used in the systems to store data as well as instructions
which are immediately required by the CPU. Keeping the objective of High Performance Computation(HPC),
cache modeling has undergone different phases in the field of computation. In case of Multiprocessor Systems,
there will be multiple levels of cache memory with in each of the cores of the system. This design approach has
lead  towards  a  new  problem called  Cache  Coherency  Problem.  This  problem is  basically  on  maintaining
consistency among the cache and memory contents, while several processors are allowed to read and manipulate
a given data item. Directory based Cache Coherency Protocol is one of the solution for this problem and has
been widely used in case of Distributed Systems.
This work is on design of a Distributed System in hierarchical fashion to implement the Directory Based Cache
Coherency Protocol and analyze its performance. Performance analysis has been done by considering different
network related metrics like, Dropped Packets, Out Throughput, In Throughput, and In Out Throughput values
recorded at an interface of given Home Node. For the simulation a steady network load has been applied by
using UDP traffic. Performance analysis has been done for different Bandwidth as well as different Bit Error
Rates on the
network links. Network simulator NCTUns 5.0 has been used for the implementation and analyzing its results in
terms of identified metrics.
Keywords :  Distributed  System,  High  Performance  Computation,  Coherency  Problem,  Computational,
Multiprocessor Systems, In Throughput, Out Throughput, In Ou, In Out Throughput.
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I. INTRODUCTION
Cache is a smaller, faster memory used to store recently and also frequently used data from the main

memory locations. Implementation of cache memory can be considered as the first step towards HPC. Usage of
cache  memory  will  improve  the  system performance  by  reducing  the  memory  latency  in  any  system.  In
Multiprocessor Systems, there are multiple cores and each of them even have multi-levels of cache memory.
Whenever more than one core is allowed to access data either for read or write operation, the data item will be
cached locally for the desired operation. This will result with same data being copied at different cores at the
same time. In such scenario, access to such data items needs to be controlled so as to achieve consistency on the
data. System should enforce a mechanism such that, a read request on a given data item, by any processor,
should be given with latest value of the data. Otherwise processor will read the stale data and it leads to data
inconsistency. This is called Cache Coherency Problem[14] and the two major approaches to solve this problem
are Directory based Protocols[11] and Snoopy Protocol[11]. Snoopy Protocols use a mechanism by which any
access to shared data will be informed to all its sharer nodes with the help of a common bus. This approach has
the limitation of scalability and more over it ca not be implemented in case of Distributed Systems because of
lack of common bus among all the nodes. Hence, Directory based Cache Coherency Protocol is the best option
to go for in case of Distributed Systems. Here the Directory acts like a look up table for any data item to know
about its value, state along with its sharing nodes identity[1]. The protocol requires every data requests to go
through a designated node called Home Node[1] which maintains the directory for its data items. This work is
basically  on  implementation  of  a  Directory  Based  Coherency  Model  over  a  Distributed  System  that  is
hierarchically organized using a network simulator NCTUns 5.0[1]. The performance of this Directory Based
Model on the designed Distributed System is analyzed in terms of  different network metrics that  has  been
identified. Analysis has been done for different Bandwidth values and also for different Bit Error Rates based on
the simulator out put.
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II. METHODOLOGY
NCTUns 5.0  –  a  network  simulator  has  been  used  to  design  a  Distributed  Computing  System in

hierarchical fashion, as depicted in the Figure 1. With this approach, the different fragments of large database
can be stored with in the respective nodes of the computing system to improve Locality of Reference. As the
applications locality of reference improves, it directly reflects in the systems performance. The different nodes
here symbolically represents States/Capitals in India – Delhi(D), Mumbai(M), West Bengal(W), Trivandrum(T),
Bangaluru(B), Hydrabad(H) and Chennai(C).

Figure 1. Hierarchical Distributed System

So as to implement cache coherency in the system, the Directory Based Coherency Protocol has been
deployed. Hence, every node here going to maintain a directory as a look up table for its data items. A given
node, will be identified in any of the following five states as illustrated below.
 Read Requesting Node: The node sending a request message to read any given data
 Readx Requesting Node:  The node sending a Readx request (Exclusive Read) message on any given

data
 Home Node: The node which happen to store the data being requested.
 Owner Node: The node which has copied the data from some Home Node and modified.
 Sharing Node: The node which has a copy of the data from some Home Node, for reading it.
The different cases of  data requests which could be identified as  - Case 1,  Case 2,  Case 3 and Case 4 as
explained below.

Case 1: Read Request to a Clean Block
For the Cache Coherency, following messages are required in Case 1.

1---> {r.DATA} - Read Request from a node to Home Node
2---> {DATA} - Data reply from Home Node

Case 2: Readx Request to a Clean Block
For the Cache Coherency, following messages required in Case 2.

1---> {rx.DATA} - Readx Request from requesting node to Home Node
2---> {DATA} - Data reply from Home Node

Case 3: Read Request to a Dirty Block
For the Cache Coherency, following messages required in Case 3.

1---> {r.DATA} - Read Request from requesting node to Home Node
2---> {r.DATA} - Read Request from Home Node to Owner Node
3---> {DATA} - Data Reply from Owner Node to Home Node
4---> {DATA} - Data Reply from Home Node to the requesting node

(Note: Message 3 will be sent after the completion of transaction at the Owner Node)

Case 4: Readx Request to a Sharing Block
For the Cache Coherency, following messages required in Case 4.

1---> {rx.DATA} - Readx Request from a node to Home Node
2---> {i.DATA} - Invalidation Request from Home Node to Sharing Nodes
3---> {ACK} - Invalidation Ack from Sharing Nodes to Home Node
4---> {DATA} - Data from Home Node to requesting node
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III. IMPLEMENTATION
Using the network simulator NCTUns 5.0, a Distributed System has been designed as per the Figure 1.

Directory based Cache Coherency Protocol has been enforced as per the four cases explained in section II.
Performance of the network is measured in terms of Dropped Packets, In Throughput, Out Throughput and In
Out Throughput at a interface of given Home Node. Results are analyzed for different Bit Error Rate (BER)
values and Bandwidth values. For this implementation, the node C will be Readx/Read Requesting Node, where
as node M will be the Home Node in all four cases. In Case 3, node W will be the Owner Node and in Case 4,
node B as well as node W will be the Sharer Nodes. A data packet size of 1024 Bytes is assigned for all payload
messages like {DATA} and packet size of 128 Bytes for all sync messages like {R.DATA}, {I.DATA} has been
considered. Results are got for different Bandwidth values as well as different Bit Error Rates (BER) on the
network link. Initially the bandwidth value of 10 Mbps and BER value 0 is kept and performance is analyzed, at
the Home Node M. Observations are made by changing the bandwidth value to 5 Mbps and later at 2.5 Mbps.
Latter the BER value has been changed to

0.04, and similar performance analysis has been made at  all  the three bandwidth values.  A steady
network load has been applied using UDP traffic on both left as well as right sub tree of the Distributed System.

 

Figure 2. NCTUns 5.0 Simulator

IV. RESULTS
Figure 3 to Figure 9 depicts the analysis of results got with this implementation, as per the simulator

out put. In these plots, X axis represents time in seconds and Y axis represents total transfer of data packets in
kilo bytes per second (kbps). Here, the plot in blue corresponds to bandwidth vale 10 Mbps where as plot in red
corresponds to bandwidth value 5 Mbps and green plot corresponds to bandwidth value 2.5 Mbps.

Figure 3. In Throughput Analysis @ 0 BER.

Results shows a drop of 50% on In Throughput value for the reduction of bandwidth value by 50%, at 0 BER
value.
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Figure 4. In Throughput Analysis @ 0.04 BER

Results shows a drop of 50% on In Throughput value for the reduction of bandwidth value by 50%, at 0.04 BER
value.

Figure 5. Out Throughput Analysis @ 0 BER

Results shows a drop of 9.1% on Out Throughput value for the reduction of bandwidth value by 50%, at 0 BER
value.

Figure 6. Out Throughput Analysis @ 0.04 BER

Results shows a drop of 4.8% on Out Throughput value for the reduction of bandwidth value by 50%, at 0.04
BER value.

Figure 7. In Out Throughput Analysis @ 0 BER

Results shows a drop of 50% on In Out Throughput value for the reduction of bandwidth value by 50%, at 0
BER value.
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Figure 8. In Out Throughput Analysis @ 0.04 BER

Results shows a drop of 7.8% on In Out Throughput value for the reduction of bandwidth value by 50%, at 0.04
BER value.

Figure 9. Dropped Packets Analysis @ 0.04 BER

Results shows a drop of 49.5% on Dropped Packets value for the reduction of bandwidth value by 50%, at 0.04
BER value.

V. CONCLUSION
After analyzing the simulation results following conclusions can be made on four identified network

metrics. The In Throughput value has been dropped to 50% for the reduction on bandwidth value by same 50%
irrespective of the links bit error rate. But on keeping a constant band width vale and changing the links bit error
rate value from 0 to 0.04, then In Throughput value has been reduced to 92.9% for 10 Mbps bandwidth value,
91.4% for 5 Mbps bandwidth value and 92.2% for 2.5 Mbps bandwidth value respectively. The Out Throughput
value has been dropped to 90.04% for the reduction on bandwidth value from 5 Mbps to 2.5 Mbps. But on
keeping  a  constant  band width  vale  and  changing  the  links  bit  error  rate  value  from 0  to  0.04,  this  Out
Throughput value has been reduced to 95.4% for 10 Mbps bandwidth value as well as for 5 Mbps bandwidth
value and dropped to 95% for 2.5 Mbps bandwidth value. The In Out Throughput value has been dropped to
50% for the reduction on bandwidth value by same 50%, irrespective of the links bit error rate. But on keeping a
constant band width vale and changing the links bit error rate value from 0 to 0.04, this In Out Throughput value
has been reduced to 92.9% for 10 Mbps bandwidth value, 91.6% for 5 Mbps bandwidth value and 92.2% for 2.5
Mbps bandwidth value respectively. The Dropped Packets value recorded at a given Home Nodes interface is 0
Kilobytes per second(KBS) for all the three bandwidth values when the Bit Error Rate value has been kept at 0
on the links between Home Node and Requesting Node. But when the links Bit Error Rate value kept at 0.04,
Dropped Packets value also has been dropped to 49.5% for the reduction on bandwidth value by 50%.
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