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Abstract:- The Peer-to-Peer (P2P) based system suffers from a crucial problem of difficulty in the update 

transmission, as the peers in the network cannot obtain a comprehensive view of the replica locations. This 

paper presents an Integrated and Adaptive File Consistency Maintenance (IAFCM) algorithm to achieve high 

efficiency in the data replication and replica consistency maintenance at a low cost. Each replica server in the 

network chooses the replication and update sampling by dynamically adjusting to the file query and file update 

rates. This research work presents a hypothetical update that quickly transmits an update to all replicas in a pure 

P2P way. Each server determines the directions of replicas with maximum probability based on the local state of 

the server used for relocating the replica. Then, the update messages are transmitted in that direction. 

Experimental analysis demonstrates that the hypothetical update mechanism transmits an update to all replicas 

at a faster rate than the existing P2P-based approaches. 
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I. INTRODUCTION 
Replication is an effective mechanism to reduce the overall file transfer time and bandwidth 

consumption in the P2P network. The data access performance is improved by positioning the accessed data at 

the appropriate locations. P2P-based CDN is scalable due to the increase in the number of servers and client 

devices. The decentralized architecture is highly robust against the server failure. Due to the homogeneous 

functionality and independent operating capacity of each server, the Content Distribution System (CDS) keeps 

working efficiently despite of the server failures. P2P-based CDNs combine the commodity peers to provide a 

scalable service. While P2P-based architecture provides attractive features, it is highly difficult to propagate the 

updates to all replicas distributed over the network, as the peer does not maintain every location of the replica 

contents. The conventional approaches to the update propagation are Globule [1], structured overlay approaches 

[2-4], gossip protocols [5-8] and random walks [9-14].  

In Globule, a centralized server holds a map of the current replica locations and propagates the update 

to all replicas according to the map. However, this approach reduces the fault resiliency of the P2P-based 

systems, as the centralized server may become a bottleneck and a single point of failure. The structured overlay 

approaches construct the trees or Distributed Hash Tables (DHTs) to determine the location of the replica 

without global information. But, it requires high maintenance overhead, as the structure should be updated every 

time with the change in the replica locations. Gossip protocols and random walks are appropriate for the large-

scale P2P-based CDNs to propagate the update messages without requiring any structures or global information.  

The gossip-based approaches flood the update messages on the network. Each server sends the received 

update message to all the servers that are directly connected to it. The server adjusts the probability to transmit 

an update based on the number of duplicate messages received. But, this approach generates many redundant 

messages that consume bandwidth. Random walk randomly identifies a next hop based on the Metropolis-

Hastings algorithm. It can transmit an update at a lesser bandwidth consumption rate than the gossip protocols. 

But, it takes long time to converge to the desired server distribution [15]. To utilize the gossip protocols or 

random walks, the underlying overlap should be designed carefully as the overlay topology affects the relevance 

and coverage of the update propagation. 

A hypothetical update is proposed for the quick propagation of the update to the most frequently 

accessed replicas. Each server determines the transmission directions of the replicas with high probability. The 

update messages are relayed hypothetically in that direction. The hypothetical update utilizes a small record of 

the query directions to determine the location direction of the replicas. It achieves quick and complete 
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propagation of the updates, by transmitting the update message towards the probable replica locations. Thus, all 

the replicas are updated in a timely manner.The current standard of care for screening for lung cancer is 

computerized tomography (CT), as it has the ability to pick up very small pulmonary nodules. MRI has superior 

contrast resolution than CT, and performs well in several body parts including brain, abdomen and soft tissue. 

However MRI of the lungs is limited due to the poor spatial resolution and breathing artifacts. Moreover, MRI is 

not sensitive for the detection of small pulmonary nodules (<1 cm), and ground glass nodules (frequently seen in 

lung adenocarcinoma). 

Data replication is highly necessary to maintain the uniformity between the data files and its replicas. 

IAFCM algorithm is applied to maintain the consistency of the data file replicas in the P2P network at a 

significant low cost. Each node decides to generate or delete a data replica and to sample for the update in a 

decentralized way based on the file query and file update rates. It replicates the highly queried files and polls at 

a high frequency rate for the frequently updated and queried files.  By avoiding the unnecessary file replications 

and updates, the proposed IAFCM dynamically adapts to the file query and file update rates that vary with 

respect to time. Thus, the replica utilization, file query efficiency, replica consistency and reliability are 

improved. The hypothetical update is applied to ExaPeer [16] and evaluated on two synthetic networks. The 

simulation results show that the hypothetical update quickly transmits the updates to all replicas with less 

number of messages than the gossip protocols and random walks. The hypothetical update specially transmits 

the updates to the replicas accessed by the clients.    

The organization of the paper is defined as follows: Section II presents an overview of the existing 

approaches to transmit the updates in the P2P-based CDN. The proposed work including the IAFCM algorithm, 

hypothetical update and ExaPeer model are explained in Section III. Section IV presents the simulation results 

of the proposed IAFCM algorithm using the King and PlanetLab datasets. Section V concludes the proposed 

IAFCM approach. 

 

II. RELATED WORKS 
In the P2P-based CDN, it is highly difficult to efficiently transmit the updates due to the lack of global 

information about the replica locations. Table 1 summarizes the classification of the existing approaches to 

propagate the updates in the P2P-based CDN. The centralized server approach assigns a dedicated server to 

preserve a map of current replica locations and transmit the updates. The master server maintains the Internet 

Protocol (IP) address of the server with the replicas. This enables the server to easily determine the replica 

locations, but it is difficult to cope with the network development. Though, the centralized server approach 

allows the CDNs to directly send an update to all replicas, it suffers from the scalability and single point of 

failure issues. The structured overlay approach makes the P2P-based CDNs more complex and adds extra 

development and maintenance costs for the creation of DHTs and trees.  

The gossip-based approach overflows the update messages on the network. Each server sends the 

received update message to all the servers that are directly connected. The gossip-based approaches are simple 

and affordable, as they do not require a structure to maintain the state of the replica locations. It makes the 

update transmission mechanism to be scalable and resilient to the failures. But, these approaches generate 

redundant messages that consume bandwidth. Random walks can transmit an update by consuming less 

bandwidth than the gossip-based protocols. Unlike the gossip-based protocols, random walks do not require the 

structure to maintain the state of the replica locations. Random walk approach consumes more time to converge 

to the preferred server distribution.  

Meng and Zhang [17] proposed a new replica consistency maintenance strategy for unstructured P2P 

networks based on the ant colony model. The actions and states of the ants are defined initially. The ants are 

used to update the file replicas in the forward walking direction and the pheromones of the files are updated 

during the returning process of ants. The simulation results have shown that the replica consistency maintenance 

strategy reduced the update cost and the impacts caused by the churn during the replica consistency 

maintenance. But, there is a need to optimize the pheromone computation for guiding the ants to the exact 

nodes.  

Based on the swarm intelligence, Shen et al. [18] presented a mechanism for file replication and 

consistency maintenance in the structured P2P file sharing system. An update message is transmitted between 

the proximate nodes in a tree fashion from the top to the bottom. Swarm can improve the hit ratio and reduce the 

querying latency, number of replicas, consistency maintenance overhead when compared to the existing 

consistency maintenance approaches. However, this mechanism does not exploit the file popularity and update 

rate for efficient consistency maintenance. 

Nguyen et al. [19] developed a new approach for the balanced data consistency maintenance in the P2P 

systems, where the nodes are organized into a tree to disseminate update processes. But, real-time maintenance 

of the tree depth is difficult and unnecessary, when the tree nodes are joining and leaving frequently. Yoichi and 

Sugawara [20] proposed a method for practically maintaining the consistency among the replicas of content 
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items when a content item is updated. In this method, the peers that have the replicas of frequently accessed 

content items are previously selected. When an update occurs, the updating data is propagated to the peers on a 

priority basis.   

The objective of the hypothetical update approach is to overcome the shortages of the existing 

approaches. The hypothetical update enables fast update transmission with minimum bandwidth consumption 

than the gossip protocols and random walks [15]. 

 

Table 1 Comparison Analysis of Existing Approaches for Update Transmission in P2P Based CDNS 

Approaches Scalability Fault 

resilience 

Maintenance 

cost 

Bandwidth 

consumption 

Transmission 

time 

Centralized 

server 

X X X   

Structured 

overlay 

 Moderate X   

Gossip 

protocols 

   X  

Random walk     X 

Hypothetical 

update 

     

 

III. PROPOSED WORK 
3.1 P2P model 

A P2P network comprises a set of peers that can be either a computing resource or storage resource. 

The computing resource allows the users to submit and execute the jobs and storage resource allows the users to 

store the data files. Each data file is produced by the top level site. The storage capacity of each peer is limited. 

The data files in the peer are divided as 𝐷 =  𝐷1 , 𝐷2 , … , 𝐷𝑝 . Each part of the data file is placed into each replica 

server [21].  

In the proposed work, an IAFCM algorithm is applied for maintaining the consistency between the 

data. This algorithm involves sample reduction and sampling frequency determination. A linear 

increase/multiplicative decrease algorithm is used in the sampling frequency determination. In this algorithm, 

the Time-To-Refresh (TTR) value with each replica is set, if the file is changed frequently in the main server. In 

the sampling reduction method, each replica node considers the file query rate and update rate based on the file 

query rate. The TTR value is changed when a file changes frequently. Adaptive sampling is applied for 

maintaining the file consistency and providing file replication. 

 

3.1.1 Sampling frequency determination  

Let us assume the maximum update rate of a file be 1 ∆𝑡 . It means the file updates every ∆𝑡 seconds in 

the highest update frequency. In this case, a replica node of the file can ensure that a replica is never outdated by 

more than ∆𝑡 seconds by sampling the owner every ∆𝑡 seconds. 

Sampling refers to the condition where the timeliness of the peer is checked frequently. The system 

returns to a different task, if the peer is not ready. Busy waiting can cause wastage of the Central Processing 

Unit (CPU) cycles, when there is no communication. Thus, interrupt-driven Input/Output (I/O) is not efficient as 

an alternate to the sampling.  

In determining the sampling frequency, the replica node can adapt its sampling frequency in response 

to the variations. The TTR value denotes the subsequent time instant to a replica node should sample the server 

to maintain the updated replica. 

The TTR value is increased linearly, when each sampling data does not change. 

                              𝑇𝑇𝑅 = 𝑇𝑇𝑅𝑜𝑙𝑑 + 𝛼                                                      (1) 

The data file has updated the previous sample, the TTR value is decreased by using a multiplicative factor. 

𝑇𝑇𝑅 = 𝑇𝑇𝑅𝑜𝑙𝑑 /𝛽                                                           (2) 

The algorithm considers two input parameters: 𝑇𝑇𝑅𝑚𝑎𝑥  𝑎𝑛𝑑 𝑇𝑇𝑅𝑚𝑖𝑛  that represents upper and lower limits on 

the TTR values. Values that fall outside these limits are set to 

              𝑇𝑇𝑅 = 𝑚𝑎𝑥 𝑇𝑇𝑅𝑚𝑖𝑛 , 𝑚𝑖𝑛 𝑇𝑇𝑅𝑚𝑎𝑥 , 𝑇𝑇𝑅                                            (3) 

These limits ensure that the TTR is neither too large nor too small. 𝑇𝑇𝑅𝑚𝑖𝑛  is set to ∆𝑡, since it is the minimum 

interval between the samples required to maintain the consistency assurance. The algorithm begins by 

initializing 

                            𝑇𝑇𝑅 = 𝑇𝑇𝑅𝑚𝑖𝑛 = ∆𝑡                                                         (4) 



Paper preparation guidelines for IOSR Journal of Engineering 

 

International organization of Scientific Research                                                               67 | P a g e  

3.2.2 Sampling Reduction 

 In the sample reduction, the file change rate and file query rate are the main factors to consider during the 

replica consistency maintenance. When a file changes frequently, if the replica node does not receive queries for 

the file during a time period, it is an overhead to sample the server for validation during the time period. When 

the file change rate is higher than the file query rate, there is no need to update the replica at the rate of file 

change event.  

𝑖𝑓 𝑇𝑇𝑅 ≤ 𝑇𝑞𝑢𝑒𝑟𝑦  𝑡ℎ𝑒𝑛  

𝑇𝑇𝑅𝑠𝑎𝑚𝑝𝑙𝑒 = 𝑇𝑞𝑢𝑒𝑟𝑦   

The file is queried at a higher rate than the file change rate. Then, the file should be updated based on the TTR 

value. 

𝑖𝑓 𝑇𝑇𝑅 > 𝑇𝑞𝑢𝑒𝑟𝑦  𝑡ℎ𝑒𝑛  

𝑇𝑇𝑅𝑠𝑎𝑚𝑝𝑙𝑒 = 𝑇𝑇𝑅  

 

IAFCM algorithm 

If there is a query for the file ‘f’ then 

Include a sampling request into the query  

Else 

Send a sampling request 

If a validation reply is obtained from the file owner then 

{ 

If the file is valid then 

 𝛼 = 0.5, 𝛽 = 1.5   

𝑇𝑇𝑅 = 𝑇𝑇𝑅𝑜𝑙𝑑 + 𝛼  
If the file is damaged then 

𝑇𝑇𝑅 = 𝑇𝑇𝑅𝑜𝑙𝑑 /𝛽  

Update file replica 

} 

If 𝑇𝑇𝑅 > 𝑇𝑇𝑅𝑚𝑎𝑥  𝑜𝑟 𝑇𝑇𝑅 > 𝑇𝑇𝑅𝑚𝑖𝑛  then 

𝑇𝑇𝑅 = 𝑚𝑎𝑥 𝑇𝑇𝑅𝑚𝑖𝑛 , 𝑚𝑖𝑛 𝑇𝑇𝑅𝑚𝑎𝑥 , 𝑇𝑇𝑅    

If 𝑇𝑇𝑅 ≤ 𝑇𝑞𝑢𝑒𝑟𝑦  then 

𝑇𝑇𝑅𝑝𝑜𝑙𝑙 = 𝑇𝑞𝑢𝑒𝑟𝑦   

Else 

𝑇𝑇𝑅𝑝𝑜𝑙𝑙 = 𝑇𝑇𝑅  

} 

 

 The IAFCM algorithm is highly effective in minimizing the total number of data file replicas, file query delay 

and replica file consistency maintenance overhead. The performance of the proposed IAFCM mechanism is 

better than the existing algorithms in terms of low cost and file update rate [22], as the update replicas are 

received by the users.  

 

3.2 ExaPeer 

ExaPeer [15] is a P2P-based Content Addressable Network (CAN) [23] that dynamically repositions 

the replicas based on the demand fluctuations. ExaPeer uses the coordinates computed using the Global 

Network Positioning (GNP) devices [24] to construct a topologically-aware overlay network. GNP models the 

P2P network as a d-dimensional space and allocates d-dimensional coordinate to each server, so that the 

Euclidean distance between any pair of coordinates approximates the Round Trip Time. CAN is a DHT that 

assigns a virtual d-dimensional coordinate to each server and divides the d-dimensional space into the zones. 

One server is allocated in each zone, so that its coordinate is contained in the zone. CAN maps a key 

corresponding to the content to a specific point ‘P’ in the coordinate space. The CAN stores the content in the 

server responsible for the zone within the specific point is located.  

A client obtains content from ExaPeer based on the CAN protocol. A query for the content is 

transmitted to the origin server through the intermediate servers. The origin server maintains a zone comprising 

the coordinate corresponding to the content. If a server on the path hosts a replica of the content, the replica is 

provided to the client instead of an origin server. 

 

3.2.1 Replica Placement 

ExaPeer dynamically relocates the replicas based on the demand fluctuations in a P2P fashion. The 

ExaPeer transmits a query so that the query becomes closer to the final destination. A server transmits a query 
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from one direction to another direction where there is a high-demand area in the arrival direction of the query. A 

server provides the replica of the content, if there are many queries for content from one direction. In the 

ExaPeer architecture, a server monitors the degree of Access Path Convergence (APC) degree that indicates the 

number of shifted queries to determine hosting of a replica. ExaPeer applies a replica on the server 𝒬 to deal 

with the demand of clients X, Y and Z. 

 

 
Fig.1 ExaPeer Structure 

 

3.3 Hypothetical Update 

 Hypothetical update increases the update propagation of the replicas by determining the location of replica 

with the local state of the server used for replica relocation. Fig.2 shows the overview of the hypothetical 

update. Once a server determines the location direction of replicas, a hypothetical message is transmitted in that 

direction. A hypothetical message is transmitted in the above direction and an update is advertised to the replica 

on the message path. To efficiently advertise an update, the hypothetical update generates gossip-based update 

messages called as complementary messages with minimum Time-To-Live (TTL), after a hypothetical message 

reaches a replica site. The complementary messages efficiently advertise an update to the replica in a few hops. 

 

 
Fig.2 Overview of the hypothetical update 

 

 Initially, the origin server sends a hypothetical message to the server ‘A’ and complementary messages to its 

neighbors. Then, a hypothetical message reaches the server ‘B’ hosting a replica. B also attempts to determine 

the locations of replica and sends another hypothetical message to the server ‘C’. Simultaneously, the server ‘B’ 

sends out the complementary messages to its neighbors. One of the complementary messages reaches the server 

‘D’ hosting a replica. 

 

3.3.1 Hypothetical Message 

The hypothetical update initially computes a primitive vector to determine the transmission direction of 

a hypothetical message. A primitive vector represents the direction of replica locations in a rough way. A 

primitive vector is a simple vector sum computed by a server using the local state that is the APC degree in 
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ExaPeer of the neighbor servers. In the popular P2P-based CDNs, a client query identifies different access paths 

even if the same client requests the same content. Due to the flexibility of the routing protocol, transmission of a 

query to a failed server or a hot spot server is avoided. Hence, some queries reach the servers that are located far 

away from the clients. Hypothetical update acquires a cue from these queries to compute a primitive vector. It 

roughly determines that the replicas are positioned in the transmission direction of the query. 

In ExaPeer, a primitive vector ‘𝑃𝑖 ’ of server ‘i’ is calculated using the function 

𝑃𝑖 =  𝛼𝑗𝑥𝑖𝑗  𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡  𝛼𝑗𝑥𝑖𝑗  = 𝑑𝑗𝑗                                                   (5) 

Where 𝑑𝑗  represents the APC degree of the neighbor server ‘j’ and 𝑥𝑖𝑗  denotes a relative vector from 

the server ‘i’ and server ‘j’. The hypothetical update computes the target vector based on the primitive vector. 

The target vector represents the replica location direction based on the primitive vector. Hence, it is more 

accurate than the primitive vector. Hypothetical update estimates an Identity (ID) so that the hypothetical 

message is transmitted in the direction of the target vector on the CDN. The destination of a hypothetical 

message is the ID.  

There are two key ideas to compute the target vector. Initially, a server ignores the neighbor servers 

whose relative vector is the opposite direction of the primitive vector. This approximately adjusts the target 

vector in the location direction of multiple replicas. Next, a server applies a convert function that results in 

reversing the order of input values to the values that denote the local state of the neighbors. In the P2P-based 

CDNs, all the client queries in an area are assisted by the replicas located proximate to the clients. Few 

remaining queries take a round-about route to avoid the replicas for some reasons. It is inferred that the actual 

direction for positioning the replicas between the vectors that represent the transmission directions of remaining 

queries.  

In ExaPeer, the target vector ‘T’ of the server ‘i’ is computed by the function 

𝑇𝑖 =  𝛽𝑗 𝑥𝑖𝑗 , 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑗 ,𝑃𝑖∙𝑥𝑖𝑗 >0  𝛽𝑗𝑥𝑖𝑗  =  𝑚𝑎𝑥 𝑑𝑘 + 𝑚𝑖𝑛 𝑑𝑘  − 𝑑𝑗  𝑘 = 0,1, … , 𝑁             (6) 

Where ‘N’ represents the number of neighbors. The basic mechanism of a hypothetical message precisely 

computes the location direction of the replicas. But, a server computes an inappropriate target vector. 

 

3.3.2 Solution for Wrong Backtracking 

  A hypothetical message goes back to the replicas on which a hypothetical message has already passed. The 

server ‘B’ computes the target vector in the direction of server ‘A’ and sets a new destination of a hypothetical 

message based on the target vector. Then, the hypothetical message backtracks in the direction of the updated 

replicas. The backtracking algorithm enables to go back when the destination node is not reachable from the 

current node or when the path is intersected with the previously selected paths. The backtracking improves the 

routing efficiency in the structured P2P network.  

 

3.3.3 Solution for Infinite Looping    

When a hypothetical message enters an area with multiple replicas, there is a possibility of forming 

infinite loops between the replicas. This causes degradation in the effectiveness of the hypothetical update. To 

solve this issue, a server transmits a received hypothetical message without any modification even if the 

message reaches a replica. When a server with a replica receives a hypothetical message, it sends another 

hypothetical message preceding the target vector calculated by the received server. Along with the transmission 

of a new hypothetical message to the server ‘C’, the server ‘B’ transmits the hypothetical message sent by the 

origin server to the server ‘D’. Thus, the hypothetical message can reach the replicas within another area. This 

looping solution increases the number of hypothetical message, there is a significant improvement in the 

coverage of the update propagation to the replica.  

 

3.3.4 Complementary message 

A hypothetical message quickly announces an update to the replicas located remote from an origin 

server. But, it is not good at advertising an update to all neighboring replicas. A complementary message 

enables the hypothetical update to transmit the update to the remote replicas and proximate replicas. A 

complementary message presents an update to all neighboring replicas. In the structured P2P-based CDN, an 

origin server receives the client queries from all directions on the logical overlay space. Hence, it is difficult for 

an origin server to send a hypothetical message in the direction with high accuracy. A complementary message 

can reach the replicas unsupported by a hypothetical message from an origin server. Furthermore, the servers 

received the complementary message sends out accurate hypothetical messages. Because they receive the client 

queries in the restricted directions due to the query routing protocol of the P2P-based CDN. 

To limit the bandwidth consumption, a hypothetical update allocates a lower distribution probability to 

the complementary message. Also, the hypothetical update reduces the TTL of a complementary message. As 

all the complementary messages advertise an update located proximate to the replicas, while the gossip 

protocols should propagate the messages to all participants. 
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IV. RESULTS AND DISCUSSION 
This section presents the simulation analysis of the proposed IAFCM algorithm using the Java 

Netbeans IDE tool. To confirm the behavior of the hypothetical update in the real-time environment, two 

datasets such as King dataset [25] and PlanetLab dataset [26]. The king dataset comprises latency measurement 

information of a set of 2048 DNS servers. PlanetLab comprises latency measurement from 105 PlanetLab 

nodes.   

 

4.1 Performance Metrics  

 The length of the time for update transmission shows the efficiency of update transmission. 

 Success rate of the update transmission is the ratio of replicas that can receive an update message. 

 The coverage of client queries is the ratio of client queries that reach an updated replica. It confirms 

whether the proposed mechanism transmits an update to the popular queries. More number of clients can 

obtain the updated content, if the coverage of the client queries is high. 

 The number of transmitted messages is the total number of messages that are transmitted to the destination 

server per second in the network. The overhead of the update transmission is minimum, if a few number of 

update messages is transmitted. 

 

4.2 Simulation Results 

Fig.3(a) and Fig.3(b) show the time for update transmission for the King dataset and PlanetLab dataset. 

The X-axis shows the elapsed time from the initiation of update to the arrival of the update message to each 

server. Y-axis shows the ratio of replicas that received an update message. Hypothetical update completes an 

update transmission faster than the simple gossip-based protocol without TTL by 62% and the random walk by 

89%. Hypothetical update enables quick update transmission in an early stage, when compared with the gossip-

based protocols without TTL. The hypothetical update propagates in the direction of replica locations correctly. 

As the gossip-based protocol and random walk introduce more messages than the hypothetical update, they 

transmit an update at a faster rate than the hypothetical update. The gossip-based protocol and random walk take 

longer time when there is an increase in the number of servers. The results of the random walk vary extremely 

among the gossip-based protocols and random walk. Hypothetical update changes but it enables faster update 

transmission than the gossip-based protocols and random walk even in the worst scenario. There is a variation in 

the hypothetical update due to the flexibility of the routing protocol of a client query. 

Fig.3 shows that the hypothetical update enables update transmission to all replicas even with the 

complementary messages with low TTL. Table 1 shows the time to update transmission for the King dataset and 

Table 2 shows the time to update transmission for the PlanetLab dataset. Because the hypothetical update uses 

the gossip protocol to transmit an update to the neighboring replicas. The hypothetical update transmits an 

update to all replicas, while the gossip-based protocol propagates an update of the replicas with the King dataset.  

 

Table 1 Time to Update Transmission for the King Dataset 

Elaps

ed 

time 

(sec) 

Speculati

ve 

update 

Gossip 

(TTL=

3) 

Gossip 

w/o 

TTL 

Rando

m walk 

IAFC

M 

0 0 0 0 0 0 

5 0.14 0.02 0.06 0.1 0.16 

10 0.14 0.02 0.06 0.1 0.16 

15 0.14 0.08 0.08 0.1 0.16 

20 1 0.14 0.7 0.14 1.2 

25 1 0.4 1 0.26 1.2 

30 1 0.5 1 0.3 1.2 

50 1 0.52 1 0.52 1.2 

100 1 0.52 1 1 1.2 
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Fig.3(a) Time to update transmission for the King dataset 

 

Table 2 Time to Update Transmission for the PlanetLab Dataset 

Elapsed 

time 

(sec) 

Speculative 

update 

Gossip 

(TTL=3) 

Gossip 

w/o 

TTL 

Random 

walk 

IAFCM 

2 0.38 0.2 0.2 0.04 0.48 

4 0.54 0.44 0.48 0.1 0.64 

6 1 0.78 1 0.2 2 

8 1 0.9 1 0.28 2 

10 1 0.9 1 0.3 2 

50 1 0.9 1 1 2 
 

 
Fig.3(b) Time to Update Transmission for the PlanetLab Dataset 

 

Fig.4 depicts the elapsed time until a client query reaches one of the updated replicas. Table 3 shows 

the length of time to transmit an update to a replica that receives client requests. The hypothetical update enables 

rapid update transmission to the popular replicas than the gossip-based protocols and random walk. The 

hypothetical update requires minimum time to access an updated replica than the gossip-based protocol and 

random walk by 42% and 82% respectively. Hypothetical update reduces the time of the clients to access an 

updated replica by 75% shorter than the random walk. Hypothetical update propagates an update 5% faster to 

the replicas that receive more client accesses. The result of the simple gossip-based protocol without TTL is 

similar to the hypothetical update. As there is a minimum number of servers in the PlanetLab dataset, the 

gossip-based protocol can reach all servers within a few hops. 

 

Table 3 The Length of Time to Transmit an Update to a Replica that Receives Client Requests for the King 

dataset 

Elapsed 

time 

(sec) 

Speculative 

update 

Gossip 

(TTL=3) 

Gossip 

w/o 

TTL 

Random 

walk 

IAFCM 

0 0 0 0 0 0 
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20 0.68 0.06 0.12 0.02 0.78 

40 0.16 0.38 0.76 0.14 0.86 

60 0.8 0.48 0.8 0.3 0.9 

80 0.9 0.5 0.9 0.38 1 

100 0.92 0.54 0.92 0.48 1.1 

300 1 0.66 1 0.72 1.2 

500 1 0.68 1 1 1.2 
 

 
Fig.4 The Length of Time to Transmit an Update to a Replica that Receives Client Requests for the King dataset 

 

Fig.5(a) and Fig.5(b) present the number of transmitted message for the King dataset and PlanetLab 

dataset. Table 4 and Table 5 show the number of transmitted messages for the King dataset and PlanetLab 

dataset. To evaluate the overhead of the hypothetical update, the number of transmitted messages per second on 

the network. With the hypothetical update, the servers transmit the least number of messages during update 

transmission. For the gossip-based protocol, the messages are rapidly increased as each server transmits the 

update messages to all the neighbors. When most messages are transmitted in the simulation, the nodes transmit 

minimum messages when compared with the gossip-based protocols without TTL by 80%.  

In the case of random walk, the number of transmitted messages increases in the early stage of the 

simulation as the random walker sends the messages one by one due to the simulation environment. The number 

of transmitted messages with the random walks is constant. Though the random walk limits the bandwidth 

consumption, the hypothetical update requires minimum messages than the random walk. 

 

Table 4 Number of Transmitted Messages for the King dataset 

Elapsed 

time 

(sec) 

Speculative 

update 

Gossip 

(TTL=3) 

Gossip 

w/o 

TTL 

Random 

walk 

IAFCM 

0 0 0 0 0 0 

10 250 800 800 800 150 

20 100 1600 1000 1600 90 

30 0 200 100 2250 0 

40 0 100 100 2750 0 

50 0 100 100 2500 0 

 

Table 5 Number of Transmitted Messages for the PlanetLab dataset 

Elapsed 

time 

(sec) 

Speculative 

update 

Gossip 

(TTL=3) 

Gossip 

w/o 

TTL 

Random 

walk 

IAFCM 

0 0 0 0 0 0 

2 50 50 50 80 30 

4 60 65 80 70 40 

6 75 85 100 75 55 

8 90 90 110 80 70 

10 70 70 90 70 50 

12 50 50 60 72 30 

14 10 20 15 74 5 
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Fig.5(a) Number of transmitted messages for the King dataset 

 

 
Fig.5(b) Number of transmitted messages for the PlanetLab dataset 

 

Once a hypothetical message reaches the replica, the hypothetical update makes a server with a replica 

start transmitting an update with complementary message. The complementary message affects the increase of 

transmitted messages, but it helps the P2P-based CDNs to transmit an update quickly. On the other hand, the 

number of transmitted messages of the random walk converges to be constant and does not increase because 

only an origin server creates the update messages. However, the random walk takes longer time to complete 

transmission of update. In the random walk approaches, the servers relay most messages. The number of 

transmitted messages with the hypothetical update is lower of about 50%, 75%, 66.67% and 93.24% than the 

existing speculative update, gossip-based protocols and random walk, during most of the update transmission 

time. Thus, the proposed IAFCM algorithm requires minimum number of transmitted messages than the gossip-

based protocols and random walk approaches. 

 

V. CONCLUSION 
In the P2P network, it is highly difficult to transmit the updates to all the replicas in the network, as the 

peer does not maintain the location of the replica contents. During data replication, there is a need to maintain 

the consistency between the files and replicas. To mitigate these issues, the proposed IAFCM algorithm 

achieves quick and completion transmission of all replicas in a timely manner. 

The proposed IAFCM algorithm reduces the consistency maintenance overhead, unnecessary file 

replicas and file updates in the replica nodes. By leveraging the characteristics of P2P-based CDNs, hypothetical 

update determines the direction in which many replicas are positioned and rapidly propagates an update in that 

direction, even with fewer update messages. The hypothetical update quickly transmits an update to all replicas 

and reduces the number of relayed messages than the gossip-based protocols and random walk approaches. The 

IAFCM algorithm achieves high replica consistence maintenance efficiency at a lower cost in a replica node 

based on the file query rate and update rates. To leverage the structure of the P2P-based CDNs, the hypothetical 

update enables rapid update transmission to the popular replicas with minimum bandwidth consumption than the 

gossip-based protocols and random walk. In future, the hypothetical update is to be implemented with other 

networks. 
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