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Abstract: Energy Competence Is Increasingly Important For Future Information And Communication 

Technologies (ICT), Because The Increased Usage Ofict, Together With Increasing Energy Costs And The 

Need To Reduce Greenhouse Gas Emissions Call For Energy-Efficient Technologies That Decrease The Overall 

Energy Consumption Of Computation, Storage And Communications. Cloud Computing Has Recently 

Received Considerable Attention, As A Promising Approach For Delivering ICT Services By Improving The 

Utilization Of Data Centre Resources. In Principle, Cloud Computing Can Be An Inherently Energy-Efficient 

Technology For ICT Provided That Its Potential For Significant Energy Savings That Have So Far Focused On 

Hardware Aspects, Can Be Fully Explored With Respect To System Operation And Networking Aspects. This 

Paper, In The Context Of Cloud Computing, Reviews The Usage Of Methods And Technologies Currently Used 

For Energy-Efficient Operation Of Computer Hardware And Network Infrastructure. After Surveying Some Of 

The Current Best Practice And Relevant Literature In This Area, This Paper Identifies Some Of The Remaining 

Key Research Challenges That Arise When Such Energy-Saving Techniques Are Extended For Use In Cloud 

Computing Environments. 
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I. INTRODUCTION 
Significant Savings In The Energy Budget Of A Data Centre, Without Sacrificing Service Level 

Agreements, Are An Excellent Economic Incentive For Data Centre Operators, And Would Also Make A 

Significant Contribution To Greater Environmental.  

According To Amazon Company Estimates [1], At Its Data Centres (As Illustrated In Figure 1), 

Expenses Related To The Cost And Operation Of The Servers Account For 53% Of The Total Budget (Based 

On A 3-Year Amortization Schedule), While Energy-Related Costs Amount To 42% Of The Total, And Include 

Both Direct Power Consumption (∼19%) And The Cooling Infrastructure (23%) Amortized Over A 15-Year 

Period. 

Dennis Pamlin, The Global Policy Advisor Of WWF, Sweden[2] Highlighted Different IT Solutions 

And Their Beneficial Impact On Greenhouse Gases (GHG), Which Include CO2, Emissions. These 

Opportunities Include IT-Based Solutions.E.G. Smart Buildings, Smart Transportation And Communication, 

Smart Commerce And Services, And Smart Industrial Production. 

The Colloquial Term ‘Smart’ In This Case Means ‘With Low Carbon Footprint’, Showing That The 

Adoption Of Such ‘Smart’ IT Solutions Will Enable A Potentially Large GHG Reduction, Including 

Information And Communication Technologies (ICT) Itself Which Is A Large Power Consumer (And Therefore 

A GHG Emitter), And IT Solutions That Have A Huge Potential Impact In Reducing GHG Emissions In Many 

Sectors (Fig. 1). 
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Figure 1. Energy Distribution In The Data Cent re. 

 

Based On A Recent ‘Data Centre Energy Forecast Report’ [3], It Can Be Expected That Savings Of 

The Order Of 20% Can Be Achieved In Server And Network Energy Consumption With Respect To Current 

Levels And That These Savings May Induce An Additional 30% Saving In Cooling Needs As Detailed In A 

Study By HP And The Uptime Institute [4]. It Shows That ‘Most Of Data Centre Power Is Spent On Cooling 

ICT Equipment (Between 60 And 70%)’.  

Thus There Are Very Significant Economic And Environmental Gains To Be Obtained From A 

Serious Research Thrust On Energy Efficiency In The General Area Of IT And Computer Networks. In 

Particular, Cloud Computing Is An Inherently Energy-Efficient Virtualization Technique [5], In Which Services 

Run Remotelyin A Computing Cloud That Provides Scalable And Virtualized Resources. Thus Peak Loads Can 

Be Moved To Other Parts Of The Cloud And The Aggregation Of A Cloud’s Resources Can Provide Higher 

Hardware Utilization. 

 

II. CURRENT STATE OF ENERGY EFFICIENCY IN ICT INFRASTRUCTURES 
ICT Consumes An Increasing Amount Of Energy, But Is Also Instrumental In Increasing Productivity 

And Economic Prosperity And In Reducing Energy Expenditure From Other Sources Through E-Work, E-

Commerce And E-Learning. Traditional Network Design Has Sought To Minimize Infrastructure Costs And 

Maximize Quality Of Service (Qos).  

However, ICT Also Plays A Complex Role In Energy Consumption Via The ‘Communicate More And 

Travel Less’ Paradigm, As Well As Through The Use Of Smart Devices In Homes And Offices To Optimize 

Energy Management. Thus, ICT Can Reduce Energy Consumption And Carbon Emissions, But This Potential 

Reduction Is Partially Offset By The Power Used By Data Centres And Computer Networks [6] Which Runs 

Into Billions Of Dollars Or Euros.  

Thus, A Fraction Of Energy Savings In ICT And Networks Could Lead To Significant Financial And 

Carbon Savings. In This Section, We Review Recent Research In Energy Efficiency For Standalone Hardware, 

And Then Review Work That Considers Energy Consumption As Part Of The Cost Functions To Be Used For 

Scheduling In Multiprocessor And Grid Architectures. Finally, Briefly Review Energy Consumption In Cluster 

Servers And Wired/Wireless Networks. 

 

2.1. Energy Efficient Hardware 

One Of The Approaches To Increase The Energy Efficiency Is To Develop More Energy-Efficient 

Hardware. This Effort Is Fosteredby Labels Such As The US Energy Star [7] Or The European TCO 

Certification [8] Which Rate IT Products (Mostly Monitors) According To Their Environmental Impact. Novel 

Emerging Technologies Such As Solid-State Discs Are Content With Much Less Energy Than The Currently 

Used Hard Disc Drives.  

Computer Power Can Be Saved By Means Of Various Well-Known Techniques. First, The Processor 

Can Be Powered Down By Mechanisms Like Speed Step [9], Power Now [10], Cool’nQuiet [11] Or Demand-

Based Switching [12]. These Measures Enable Slowing Down CPU Clock Speeds (Clock Gating), Or Powering 

Off Parts Of The Chips (Power Gating), If They Are Idle [13, 14]. By Sensing The Lack Of User–Machine 

Interaction, Different Redundant Hardware Parts Can Incrementally Be Turned Off Or Put In Hibernating Mode 

(Display, Disc Etc.). 

The Advanced Configuration And Power Interface (ACPI) Specification [15] Defines Four Different 

Power States That An ACPI-Compliant Computer System Can Be In. These States Range From G0-Working To 
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G3-Mechanical-Off. The States G1 And G2 Are Subdivided Into Further Sub States That Describe Which 

Components Are Switched Off In The Particular State. For Devices And The CPU, Separate Power States (D0–

D3 For Devices And C0–C3 For Cpus) Are Defined, Which Are Similar To The Global Power States. Some Of 

The Mentioned Techniques Are Usually Applied To Mobile Devices But Can Be Used For Desktop Pcs As 

Well. 

 

2.2. Energy Aware Scheduling In Multiprocessor And Grid Systems. 

In Energy Aware Method To Schedule Multiple Real-Time Tasks In Multiprocessor Systems That 

Support Dynamic Voltage Scaling (DVS). The Key In Their Approach Is To Consider The Probabilistic 

Distribution Of The Tasks Execution Time In Order To Partition The Workload And Reduce Energy 

Consumption. Memory Energy Consumption [16] Can Also Be Reduced By Scheduling Techniques That 

Impact The Effectiveness Of Frequency Scaling By Combining The Effect Of Tasks Running On A Multicore 

System, Including Memory Contention And The Technical Constraint Of Chip-Wide Frequency And Voltage 

Settings.  

The DVS Capability [17] Addresses Energy Minimization For Periodic Pre-Emptive Hard Real-Time 

Tasks That Are Scheduled On An Identical Multiprocessor Platform. To Solve This Problem, They Proposed An 

Integrated Approach, Including Rate Monotonic Scheduling, An Admission Control Test, A Partitioning 

Heuristic And A Speed Assignment Algorithm. All The Above Work Proposes To Control The Energy 

Consumption Of Hardware By Adjusting Voltage Levels. 

Energy Efficient Scheduling [18] For Data Grids Supporting Real-Time And Data-Intensive 

Applications Use Both, The Location Of Data And Application Properties To Design A Novel Distributed 

Energy-Efficient Scheduler That Aimsto Seamlessly Integrate Scheduling Tasks With Data Placement Strategies 

To Provide Energy Savings. The Main Energy Savings Are Obtained By Reducing The Amount Of Data 

Replication And Task Transfers. In [19] An Energy-Constrained Scheduling Scheme For A Grid Environment Is 

Investigated Both For Energy Minimization In Mobile Devices And For Grid Utility Optimization, By 

Formalizing Energy-Aware Scheduling Using Nonlinear Optimization Theory Under The Constraints Of Energy 

Budget And The Job Deadline. In Addition, [19] Proposes A Distributed Pricing Scheme That Makes Trade-

Offs Between Energy And Deadlines To Achieve A System-Wide Optimization Based On The Preference Of 

The Grid User. 

Another Approach That Increases Energy Efficiency In Data Centres Is Based On Server Consolidation 

By Service Virtualization [20]. Virtualization Partitions Computational Resources And Allows The Sharing Of 

Hardware. Many Services Often Need Only A Small Fraction Of The Available Computational Resources Of A 

Data Centre Server. However, Even When Run At A Low Utilization, Servers Typically Need Up To 70% Of 

Their Maximum Power Consumption. Such Services Can Be Virtualized And Run Within A Virtual Machine 

(VM) Resulting In Significant Increases In Overall Energy Efficiency. Depending On Their Utilization, Many 

Vms Can Run On A Single Hardware Unit (Server Consolidation). Therefore, Less Hardware Is Needed 

Overall, Thus Reducing Energy Wasted For Cooling, While The Deployed Hardware Utilization Increases. This 

Consolidation Of Shared Hardware Fosters Energy Efficiency, Measured As Work Accomplished Per Unit Of 

Consumed Energy. 

Resources Can Be Virtualized On Different Layers And Implement Different Forms Of Virtualization 

[20] Full Virtualization, Hosted Virtualization Or Operating System (OS) Layer Virtualization [20]. When 

System Virtualization [20] (E.G. Full Virtualization) Is Supported, The Virtualization Software Emulates Full-

Featured Hardware And Runs On Top Of The Local OS. In The Para Virtualization Approach, Guest Vms Are 

Modified In Order To Perform So-Called ‘Hyper Calls’ Instead Of System Calls, Leading To Higher 

Performance Of Vms, As Used, For Instance, In The XEN Systems. In XEN 3.0 Guests Can Be Virtualized 

Without Being Modified By Using Virtualization Support Of X86 Cpus. OS Layer Virtualization Has Been 

Proposed In The Linux-Vserver, A Kernel-Based Virtualization. 

It Is Important To Point Out That Virtualization Comes At A Cost Which Needs To Be Managed 

Efficiently. When Resources Are Virtualized, Additional Management Of Vms Is Needed To Create, Terminate, 

Clone Or Move Vms From Host To Host. Migration Of Vms Can Be Done Off-Line (The Guest In The VM Is 

Powered Off) Or On-Line (Live Migration Of A Running VM To Another Host). The Management Solution 

Infrastructure 3 Of Vmware, For Instance, Supports Live Migration. 

 

2.3.Power Minimization In Clusters Of Servers 

Recent Research Has Considered Power Minimization In Server Clusters, With Guaranteed 

Throughput And Response Time. Energy Consumption Depends Primarily On CPU Utilization, 

Butcomponents, Such As Discs, Memory And Network Devices Also Use Energy So That A Server That Seems 

To Remain Idle May Still Use Up To 60% Of Its Peak Power. In Policies Are Developed That Use Economic 

Criteria And Energy As Criteria To Dispatch Jobs To A Small Set Of Active Servers, While Other Servers Are 
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Down To A Low-Power State. Similar Dynamic Provisioning Algorithms Are Studied For Long-Lived TCP 

Connections As In Instant Messaging And Gaming.  

A Queuing Approach To Dynamic Provisioning Technique Has Also Been Studied To Obtain The 

Minimum Number Of Servers Required To Respect The Required Qos And Reactive Provisioning Can Be Used 

To Compensate For Sudden Surges In Load. 

 

2.4. Power Minimization In Wireless & Wired Networks 

According To Some Estimates, ‘The Internet’ May By Consuming More Than 860 Twh Annually, But 

Such Figures Can Only Be Considered As Educated Guesses Due To The Number Of Assumptions One Has To 

Make.  

Traditionally Fixed Network Operators Have Not Considered Energy Consumption As A Major Cost 

Factor. Lately, However, As Sustainability Is Becoming A Key Business Objective, Fixed Network Operators 

Are Looking For Ways To Decrease Their Energy Footprint.  

On The Contrary, Wireless Network Operators Due To Regulatory Requirements And Operational 

Considerations Regarding Base Station Deployments Have Been Trying To Minimize Energy Consumption For 

Over A Decade. In Fact, It Is Reported That The Radio Access Network (Rather Than The Core Network) Is 

The Most Energy Consuming Part Of The Infrastructure, And In Many Cases The Associated Energy Bills Are 

Comparable To The Total Costs For The Personnel Who Work On Network Operations And Maintenance. The 

ICT Energy Estimates In Report That The Vodafone Group Radio Access Network Alone Consumed Nearly 3 

Twh. 

Surprisingly Enough, Energy Savings For Infrastructure Networks Have Not Received Much Attention 

Until Very Recently, While Energy-Saving Routing Protocols In Wireless Sensor Network Because Of The 

Specific Needs Of Battery Powered Networks And The Related Research Has Included The Use Of Topology 

Control That Modify The Network Graph To Optimize Properties Such As Network Capacity And Qos.  

Since Processing And Transmission Power In Nodes Are The Essential Consumers Of Energy, It Is 

Also Necessary To Optimize The Number Of Hops Traversed By Packets. An Interesting Trade-Off Then 

Arises Between High Transmission Power Which Can Reduce The Number Of Hops, Low Transmission Power 

Which Can Lead To More Hops Being Necessary Due To Shorter Ranges And Transmission Interference 

Which Can Be Affected By Power In A Complex Manner. 

In A Wired Node, Power Consumption Depends And Influences Other Factors, Such As The Node’s 

Throughput; Furthermore, Up To 60% Of A Node’s Energy Consumption Can Originate With Peripheral 

Devices Such As Link Drivers. Turning Wired Network Nodes On And Off May Be Verydifficult In A Wired 

Context Because Of The High Volumes, Rate Of Traffic And The Stringent Qos Constraints.  

Routing For Wireless Ad Hoc Networks With Battery-Powered Nodeshas Also Been Considered In 

The Selection Paths So As To Satisfy Qos Constraints And Minimize Power. Generally Speaking, We Feel That 

The Research Community Has Begun To Seriously Consider Energy Consumption In Infrastructure Networks, 

And The IEEE Has Now Focused On Developing A Standard For Energy-Efficient Ethernet (IEEE 802.3 Az). 

In A Future Internet Where Cloud Computing May Become A Mainstay For Economic Growth, 

Businesses And Individuals Will Require Energy-Efficient Operation That Involves Not Only Computation And 

Storage Facilities But Networking As Well. It Is Further Anticipated That The Majority Of Users Will Access 

Cloud Computing Resources From Mobile, Battery-Powered Devices, Which Impose Stringent Limitations On 

Power Consumption. Clearly, One Therefore Needs To Address Not Just The Issues Arising From Individual 

Components (Such As Storage And Processing Elements), Resource Utilization Algorithms (Job Scheduling, 

Virtualization, And Migration) And Topology Considerations, But The Entire Chain Of Services And 

Infrastructure Enablers. 

 

III. TOWARDS ENERGY EFFICIENT CLOUD COMPUTING 
The Previous Discussion Highlights The Need To Develop A Comprehensive Approach For Energy 

Efficiency That Involves All System Layers And Aspects, Including Physical Nodes, Cooling Of Nodes, 

Networking Hardware, Communication Protocols And Finally The Servers And Services Themselves.  

The Conceptual Framework Of Cloud Computing May Therefore Be A Way Forward To Analyze, 

Identify And Implement Overall Energy Savings In A System To Attain Truly ‘Green’ Computing Services. 

In Contrast To Hardware-Oriented Optimization, Software Systems Can Potentially Be Optimized At 

Development Time By Specifying Their Energy Characteristics And By Adapting The Implementation.  

However, This Requires Individual Adaptation Of Each Component And It Also Requires 

Understanding The Interaction Between Individual Components When They Operate As A System. A Major 

Challenge Is Therefore To Explore The Relations Among System Components And The Trade-Offs That Can 

Result In An Optimal Balance Between Performance, Qos And Energy Consumption And Include Self-Aware 
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Runtime Adaptation. Thus In This Section We Briefly Discuss Some Areas Of Energy-Efficiency Research 

Based On A Cloud Computing Perspective. 

Significant Energy Savings Can Result From Using Energy-Aware Scheduling Mechanisms 

Pervasively Throughout A System. In The Case Of Any Oneservice Provider Site, Algorithms To Multiplex 

And De-Multiplex Workload In Order To Save Energy Are Needed, And They Should Incorporate The Trade-

Off Between Performance And The Reduction In Service Cost Due To Energy Savings. In Addition To 

Scheduling And The Mapping Of Workflows, The Improvement Of Energy-Aware Cloud Applications 

Themselves Can Also Benefit From Software Optimization. 

In A Business Environment Based On Cloud Computing, Workflows That Run Over Many Sites Will 

Tend To Be Popular. Thus, Developing Methods That Map The Workflow Onto Resources Under The 

Constraint Of Energy Optimization Becomes A Central Problem Of Great Value And Novelty. Furthermore, In 

Order To Comprehensively Raise The Energy Efficiency Of A System, All Of Its Layers Have To Be 

Considered, Including Application Layer Services. Services Have Different Needs Concerning The 

Environment They Are Running On Or Have Special Properties That Support The Energy Efficiency Of The 

Underlying System (E.G. Certain Usage Patterns). A Service, For Instance, Might Only Be Used Weekdays, 

Say, From 8 To 18 H Or Have Peak Usage At A Certain Time Of The Day. A User Also May Also Consider A 

Trade-Off Between A More Energy-Efficient Service And A More Reliable Or Faster Service, And Compose 

The Service In A Way That Fits Its Needs. Thus It Should Also Be Possible To Develop Accounting 

Mechanisms That Track And Depend On The Energy That Has Been Used By A Service. 

 

3.1. Energy Aware Data Centres 

The Key Current Technology For Energy-Efficient Operation Of Servers In Data Centres Is 

Virtualization. Vms That Encapsulate Virtualized Services Can Be Moved, Copied, Created And Deleted 

Depending On Management Decisions. Consolidating Hardware And Reducing Redundancy Can Achieve 

Energy Efficiency. Unused Servers Can Be Turned Off (Or Hibernated) To Save Energy. Some Hardware Gets 

Higher Load, Which Reduces The Number Of Physical Servers Needed.  

However, The Degree Of Energy-Efficient Self-Management In Data Centres Is Still Limited Today. 

Services Should Not Only Be Virtualized And Managed Within A Data Centre Site But They Should Be Moved 

To Other Sites If Necessary. Not Only The Aspect Of Load Has To Be Considered, Also The ‘Heat’ Generated 

By A Service Has To Be Measured And Accounted For Before Migrating Operations. Every Operational 

Physical Node Produces Heat.  

When A Particular Node Is Excessively Used Or Is Near Other High-Loaded Nodes, Hotspots Can 

Appear In A Given Data Centre. To Avoid Such Hotspots, Heat Can Be Distributed Across Sites. Furthermore, 

Services Can Be Moved From Sites With High Load Or High Temperature To Sites With Smaller Loads And 

Lower Temperatures. Generally, Services Should Be Moved To Those Locations, Where They Can Operate In 

The Most Energy-Efficient Way. This Kind Of Energy-Efficient Management Of Resources Has To Be 

Realized By An Autonomous Energy Management That Is As Transparent As Possible To The User Of A 

Service. Energy-Related Problems Have To Be Solved According To Defined Policies Without Needinghuman 

Interaction. Machine-Readable Descriptions Of The Needs And Features Of Services, Servers, Networks And 

Even Whole Sites Have To Be Available To Enable Energy Efficiency In The Highly Autonomous And 

Adaptive Systems Of The Future. 

 

3.2. Energy Savings In Networks And Protocols 

Some Hardware Already Offers Features That Create An Opportunity For Energy-Efficient Operation 

Such As Turning Off Network Interfaces And Throttling Of Processors. Network Protocols Could Also Be 

Optimized, Or Even Be Redeveloped In A Way That Enhances The Energy-Efficient Operation Of The 

Network Elements. Network Devices Could Be Enabled To Delegate Services To Other Devices So As To 

Transfer Services From Energy Inefficient To More Energy-Efficient Devices Or To Devices That Need To Be 

Always On, While Certain Other Devices Are Turned Off. The Delegating Device Can Then Become Dormant 

And Be Turned Off. Currently, Many Basic Network Services Have To Remain Active To Periodically Confirm 

Their Availability Even When No Communication Is Taking Place.  

These ‘Soft States’ Make It Impossible To Turn Off Certain System Components. Therefore, New 

Protocols Need To Be Designed To Work Around Such Soft States So As To Increase The Energy Efficiency 

Of The Network. Signaling Can Also Be Revisited In This Context, Whereas Data And Signaling Traffic Vary 

Widely, The Same Technology And Mechanisms Are Used For Both (In So-Called In-Band Signaling). While 

Signaling Needs Only Low Bandwidth But Can Occur Anytime, Data Traffic Occurs After Signaling Has Taken 

Place, Usually Requires High Bandwidth And Traverses All Network Layers Up To The Application Layer, 

And Uses Processing Power Through Multiple Layers Of The Network.  
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Therefore The Use Of Out-Of-Band Signaling Should Also Be Evaluated To Design And Improve 

Energy-Aware Communication Protocols. 

 

3.3. The Effect Of Internet Applications 

One Large Application Area For The Internet Is In Information Dissemination. From Digital Cameras 

Embedded In Mobile Phones To Environmental Sensors To Web 2.0, End Users Are Generating And 

Interconnecting Unprecedented Amounts Of Information And This Trend Is Expected To Continue Unabated. 

However, The Professional, Expedited And Reliable Distribution Of Content Requires Increasing Investments 

In Infrastructure Build-Out And Maintenance, And A Matching Electricity Bill To Run The Underlying ICT.  

Web, Peer-To-Peer And Web-Based Video-On-Demand Services Currently Dominate Internet Traffic 

And, Taken Together, Consistently Comprise85% Or More Of The Internet Traffic Mix For Several Years. In 

Practice, Dissemination Networks Operate Using Methods And Paradigms Based On Remote-Access, 

Replicating Functionality In Several Parts Of The Protocol Stack, And Fail To Benefit From Recent Advances 

In Wired And Wireless Communications, Storage Technologies And Moore’s Law. If Cloud Computing 

Becomes A Significant Platform For Producing And Accessing Information, The Amount Of Data That Will Be 

Transferred Over The Internet Will Increase Significantly.  

Content Replication And Dissemination Algorithms Will Then Need To Consider Energy As A Key 

Parameter Of Optimal Operation, And Therefore Cloud Computing Calls For A Thorough Re-Examination Of 

The Fundamentals Of Major Computation/Communication/Storage And Energy/Performance Trade-Offs. 

 

IV. CONCLUSION 
This Paper Has Reviewed The Potential Impact Of Energy-Saving Strategies For The Management Of 

Integrated Systems That Include Computer Systems And Networks. The Propose That Cloud Computing With 

Virtualization As A Way Forward To Identify The Main Sources Of Energy Consumption, And The Significant 

Trade-Offs Between Performance, Qos And Energy Efficiency And Offer Insight Into The Manner In Which 

Energy Savings Can Be Achieved In Large-Scale Computer Services That Integrate Communication Needs. 

Based On The Approaches That Identified And Specific Plug-Ins And Energy-Control Centres For Networked 

Large-Scale Hardware And Software Can Be Implemented And That They Can Have Significant Impact, 

Including 

 Reducing The Software And Hardware Related Energy Cost Of Single Or Federated Data Centres That 

Execute ‘Cloud’ Applications. 

 Improving Load Balancing And Hence Qos And Performance Of Single And Federated Data Centres. 

 Reducing Energy Consumption Due To Communications. 

 Saving GHG And CO2 Emissions Resulting From Data Centres And Networks So As To Offer 

Computing Power That Is ‘Environment Protecting/Conserving’. 

Such Improvements Can Have Additional Impact By Reducing Energy Utilization For Transportation And 

Work By Encouraging ‘Green’ ICT-Based Smart Solutions For E-Work, E-Learning And Smart Climate 

Control For Homes. 
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