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Abstract: Web content and applications from those data increase day by day. Online media platforms are the 

most important topic in the research field due to its popularity and necessity. Mining user opinions from that 

web content are more challenging. There are several methods available to detect and analyze the opinion from 

the huge web content. Aspect based opinion mining is a more popular and promising technique on opinion 

mining over online social media. In the literature, there are several promising approaches focused either on the 

topic or opinion modeling. However, the integrated part is missing to handle both. So, further innovation is still 

needed for developing an integrated aspect-based opinion mining model. To achieve the above many researchers 

found in the recent temporal gap. Many techniques are based on Latent Dirichlet Allocation (LDA) and few 

used word embedding techniques. Before developing a new Technique or approach for fining aspect-based 

opinion mining, the problem and real-time challenges on existing techniques should be examined. This survey 

brings a summary of those issues and gives a valid solution for the development. 

 

Index Terms- Aspect-based Opinion Mining; Latent Dirichlet Allocation (LDA); Dirichlet Process; Web 

Mining, Text Mining.  

 

I. INTRODUCTION 
The core tasks in aspect level opinion mining is aspect identification, aspect based opinion word 

identification and its orientation detection. Aspect identification is one of the most complex tasks in aspect 

based opinion mining “What other people think” has always been an important piece of information for most of 

us during the decision-making process. In the current world public tend to make their opinions accessible to 

other people via the Internet. As an outcome, the Web has turn out to be an outstanding source of Consumer 

opinions. There are now various Web resources based on such opinions, e.g., product based reviews forums, 

Conversation groups, and blogs. But, it is actually hard for consumers to understand all of the reviews and make 

a knowledgeable decision on whether to buy the product. It is also hard for the producer of the product to keep 

track and maintain consumer opinions. Also, focusing on just customer ratings (stars) is insufficient source of 

data for a user or the producer to make decisions. Therefore, mining web reviews (opinion mining) has emerged 

as a motivating new research route. Extracting aspects and the equivalent ratings is a significant contest in 

opinion mining. An aspect is a quality or element of a product, e.g. „zoom‟ for a digital camera. A rating is a 

planned understanding of the user satisfaction in terms of numerical values. Reviewers regularly state the rating 

of an aspect by a group of sentiments, e.g. „great zoom‟. In this lesson we envelop opinion mining in online 

product reviews with the concentrate on aspect based opinion mining. This risk is a key task in the region of 

opinion mining and has involved a lot of researchers in the data recovery community recently. More than a few 

opinions connected data recovery tasks can advantages from the outcome of aspect-based opinion mining and 

consequently it is considered as a basic problem. This approach covers not only common opinion mining and 

recovery tasks, but also state-of-the-art techniques, challenges, files, and also proposed research directions of 

aspect-based opinion mining. 

The chance to describe the opinion of the common people about social events, supporting movements, 

Industry strategies, advertising campaigns, and product preferences has raised developing interest of both the 

scientific community (because of the previous open challenges) and the business world (because of the 

extraordinary advantages for marketing and economic market prediction). Nowadays, sentiment analysis 

investigation has its files in several different features. There are an excellent number of companies, both large- 

and small-scale, that focus on the analysis of opinions and sentiments as part of their mission. 



A Technical Survey on Complementary Aspect-Based Opinion Mining Techniques 

 

International organization of Scientific Research                                                          11 | Page 

Sentiment analysis also has a great potential as a subcomponent technology for other systems. It can 

enhance the capabilities of Consumer relationship management and recommendation systems; for example, 

allowing users to find out which features Consumers are particularly interested in or to exclude things that have 

expected overtly unhelpful feedback from proposal lists. Likewise, it can be used in social message for troll 

filtering and to improve anti-spam software‟s. Commerce brains are also one of the major factors behind 

commercial interest in the field of sentiment analysis. 

In opinion mining, various levels of studies granularity have been explained, each one having its own 

advantages and drawbacks. Aspect-based opinion mining focuses on the relations between aspects and 

document polarity. An aspect, also known as an opinion goal, is a concept in which the opinion is defined in the 

agreed document. For example, in the sentence, “The screen of my phone is actually pleasant and its declaration 

is excellent” for a phone review contains positive division, i.e., the author likes the phone. On the other hand, 

more exclusively, the optimistic opinion is about its screen and declaration; these approaches are thus called 

opinion goals, or aspects, of this opinion. The job of recognizing the aspects in a given opinionated text is called 

aspect extraction. 

Two types of aspects explained in aspect-based opinion mining: explicit aspects and implicit aspects. 

Explicit aspects are language in the opinionated files that openly represented the opinion target. Used for an 

example, the opinion goals screen and declaration are explicitly mentioned in the text. In contrast, an implicit 

aspect is a concept that represents the opinion target of an opinionated document but which is not specified 

explicitly in the text. One can infer that the sentence, “This camera is sleek and very affordable” implicitly 

contains positive opinion of the aspects appearance and price of the entity camera. These kinds of relevant 

aspects would be explored in a corresponding sentence: “The look of this camera is sleek and its price is very 

reasonable.” 

Most of the previous works in aspect term extraction have either used conditional random fields both of 

these approaches have their own limitations: conditional random fields is a linear model, so it needs a large 

number of features to work well; linguistic patterns need to be crafted by hand, and they crucially depend on the 

grammatical accuracy of the sentences. 

 

Aspect-level opinion mining methods: 

 For aspect extraction, “screen” should be extracted as an aspect. 

 For opinion identification, “clear” should be identified as an opinion word (or simply opinion). Likewise, 

“great” should also be identified. 

 For polarity classification, “clear” and “great” should be recognized as expressing positive opinions about 

the “screen”. 

 For general and aspect-specific opinion separation, “clear” is an aspect-specific opinion as it indicates the 

clarity of the aspect screen. On the contrary, “great” is a general opinion as it can be used to modify many 

other aspects. In this paper, we call the characteristic of an opinion (word) expressing a general or aspect-

specific opinion as opinion generality 

These models, however, have conceptually focused on one single collection of text, which is 

inadequate for comparative analyses of text. Therefore develop an LDA-based model that can not only 

determine topics but also model their similarities and differences across multiple text collections. This paper 

describes a new model, cross collection LDA (ccLDA), which extends over the Latent Dirichlet Allocation 

(LDA) and cross-collection mixture models. We improve on similar previous work by crafting a model that can 

better generalize data and is less reliant on user-defined parameters. 
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Fig1: Design for Aspect opinion mining 

 

Opinion Mining: 

Opinion mining is a hard problem to be solved due to the highly unstructured nature of natural 

language and the hardy of a machine to interpret the meaning of a sentence. But the reviews and usefulness of 

the opinion from the reviews is increasing day by day. For solving this problem a system must be made to 

understand and interpret the human emotions and feelings. Opinion mining and sentiment analysis are 

approaches used for implementing the same. 

Opinion mining can be completed at three numerous levels, which are Document Level, Aspect Feature 

Level and Sentence Level. In document level, the overall opinion about the document is finding out and 

classifies them as positive or negative. In sentence level, each sentence in the document is analyzed for finding 

the fine grained opinions about different topics in a document. Lastly categorize the opinion expressed in a 

sentence as optimistic, unhelpful, or impartial. The items and cafe reviews are a combination of positive and 

negative opinion about various aspects. It wants more fine- grained analysis of reviews to excavation these 

mixed opinions, aspect level execute this approach. Therefore aspect based opinion mining is favored in this 

occupation. This paper mainly focuses on the aspect based opinion mining. 

The center works in aspect based opinion mining is aspect recognition, aspect based opinion text 

recognition and its point of reference detection. For example, think about a review of a restaurant, "The 

organization is excellent but food is not satisfied”. Initial step is to predict the aspects, which are environment 

and food, then find aspect related opinion word, which are nice and bad. Then detect its orientation, i. e. 

Therefore that opinion text expresses positive or negative opinion. By finding the above example we get that 

organization has positive opinion and the food has unenthusiastic opinion. Presents task for opinion mining, 

efforts to detect on the whole division of a sentences, paragraph or text span in spite of the aspects mentioned in 

it. The task explores an innovative syntactic based research for aspect based opinion mining which uses 

syntactic addiction, collective score of opinion texts, and aspect table mutually for opinion mining 

developments. 
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II. LITERATURE REVIEW 
In this paper [1], we present the first deep learning approach to aspect extraction in opinion mining. 

Aspect extraction is an additional task of sentiment analysis that considers to recognizing opinion targets in 

opinionated text, i.e., in predicting the particular aspects of an items or service the opinion owner is either 

admiring or complaining about. We used a 7-layer deep convolution neural network to tag each word in 

opinionated sentences as either aspect or non-aspect word. In this approach we also implemented a group of 

linguistic techniques for the same purpose and joined them with the neural network. The out coming ensemble 

classifier, attached with a word-embedding model for sentiment analysis, permitted our approach to obtain 

considerably better accurateness than state-of-the-art techniques. 

In this paper [2], Opinion mining or sentiment analysis is the process of analyzing the text about a topic 

written in a natural language and classify them as positive negative or neutral related on the people sentiments, 

opinions, and emotions, expressed in it. At the present time, the opinions expressed through reviews are 

increasing day by day on the web. It is basically impossible to recognize and extract opinions from such huge 

number of reviews physically. To rectify this risk computerized opinion mining approach is required. This 

problem of automatic opinion mining can be complete mainly at three various levels, which are document level, 

sentence level and aspect level. Most of the existing work is in the field of document or sentence level opinion 

mining. This approach pointed on aspect level opinion mining and explained a new syntactic based approach for 

it, which utilized syntactic dependency, collective score of opinion words, and aspect table combined for 

opinion mining. The new work was completed on restaurant reviews. The dataset of restaurant reviews was 

gathered from web and tagged physically. The presented techniques achieved overall accuracy of 78.04% on the 

annotated experiment set. The scheme was also compared with the proposed scheme, which uses Part-Of-

Speech tagger for attribute extraction; the obtained results show that the given method presents 6% more 

accuracy than previous one on the annotated experiment set. 

In this paper [3] , authors proposed aspect based sentiment analysis using support vector machine 

classifier. They propose a different approach which combines the use of dependency parsing, co- reference 

resolution and Sentimental Word Net together for the sentiment analysis. The training of the system is done 

using the support vector machine. They did this work in a single domain and tests are done only for reviews 

about digital cameras. They consider only explicit aspects Average accuracy of 77. 98% is obtained. More 

training data is needed for this approach and it may fail when training data are insufficient. The proposed 

method does not use any training data. The use of emoticons in sentiment analysis is explained in[4], the results 

show that accuracy is improved. The emoticons are less in online reviews like restaurant reviews; hence it is not 

included in this study.  

In this paper [5] a new feature based heuristic was used for aspect level sentiment classification of 

movie reviews. This approach the author explained AAAVC algorithm based on Semimetal Word Net to find 

the sentence level aspect score. This methods measures Adverb +Adjective and Adverb+ Verb connected score 

using Semimetal Word Net. They used Semimetal Word Net methods to measure the document-level sentiment 

for each movie reviewed and compared the results with results obtained using Alchemy API. Accuracy of 

78.7% obtained over movie review dataset. In this approach, POS Tagger used to extract the features. Initially, 

aspect representing term in a sentence is positioned, and then searches up to 5-gram forward or backward for the 

occurrence of features in it. Straightly customized attributes term of an aspect cannot be described in it. On 

behalf of resolving it, the presented method use dependency grammar for attribute extraction.  

In this paper [6] authors extend the Bing Liu's aspect- based opinion mining technique to apply it to the 

tourism domain. The gain of opinion on aspects is measured based on some linguistic systems. But rule; too rule 

like different rules are used. They find out customer preferences about tourism products using some figures. In 

this modular system is present named Opinion Zoom, that helps customers to identify the vast amount of 

tourism opinions prepared all over the Web in an efficient manner. Authors used the same method in this paper 

but it produces novel graphic summaries of opinions 

In this paper [7], Sentiment analysis is an area of text classification that began early of the last decade 

and has recently been receiving a lot of attention from researchers. Sentiment analysis interrupt to recognize 

datasets (online review, social media, online blogs, and conversation groups) which contain opinions with the 

objective of classifying the opinions as positive, negative, or neutral. Opinion gives important part in our 

information-gathering performance before taking a judgment. In this work we explore an easy method to 

perform sentiment categorization based on an unsupervised linguistic approach. Our pattern-based approach 

inserts a categorization rule according to which each review is secret as positive or negative. In this paper [8] we 

used Sentimental Word Net to calculate overall sentiment score of each sentence. The conclusion point outs 

Sentimental Word Net could be used as an important resource for sentiment classification tasks. Supplementary 

considerations are made on possible further developments to the method.  
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III. CONCLUSION 
 In this paper, the recent aspect based opinion mining approaches are studied. There are numerous 

techniques like SVM classifier, synthetic approaches, LDA based approaches have widely used in the literature. 

However, the techniques are suitable for either topic modeling or opinion mining. Recently a novel topic model 

for complementary aspect-based opinion mining is proposed and performed auto-labeling. Many techniques are 

relying on the human annotated labels for the opinion detection. However, this is impossible to adopt a new 

application and a data source. It creates a data collection issue. From this summary, the further development can 

be made with effective data mining techniques without need of human labeling and training samples. So, active 

learning and self learning mechanisms can be deployed in future for effective aspect-based opinion detection on 

various web applications. 
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