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Abstract:Epilepsy is the fourth most common neurological disorder that affects almost 1% of the world 

population.Electroencephalogram contains significant amount of clinical information about epilepsy.  Automatic 

epileptic seizure detection from electroencephalogram is one the most challenging task due to its unknown 

mechanism and patient specific epileptic pattern. Support vector machine based classifier have been used in 

several studies to classify epileptic activity from healthy brain activities. In this study, a relative performancesof 

Support Vector Machine Kernel Functionsare evaluated for epileptic seizure detection. Firstly, 

electroencephalogram segment is decomposed with empirical mode decomposition method to produce subband 

signals called intrinsic mode function. Later, two time-domain features Coefficient of Variation and Fluctuation 

Index are calculated for each subband which are combined to produce a feature vector to feed into the support 

vector machine classifier. To evaluate the performance of the classifier, the experiment is carried out with 

several kernel functions and assessing the performance with three statistical parameters called sensitivity, 

specificity and accuracy. 
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I. INTRODUCTION 
Epilepsy is a type of neurological disorder which is most common now-a-daysaround the 

world,especially in developing countries [1]. It affects approximately 0.8 billion people around the world. It is a 

central nervous system disorder. In epilepsy the brain activity becomes abnormal, results a period of unusual 

behavior, sensations, and sometimes loss of awareness. It can develop in any person at any age, independently 

on both males and females of all races and ethnic backgrounds [2].  

In case of diagnosis epileptic patients, Electroencephalogram (EEG) is an important and most effective 

tool that contains significant amount of clinical and pathological information [3]. A great number of researchers 

have developed several methods to detect epileptic seizures by analyzing the characteristics of EEGs time, 

frequency and other domains. Epileptic seizures detected by manual inspection from EEG has no real-time value 

and has less contribution in daily work life. It‘s also a time-consuming and tedious job for neurologist especially 

for long-term EEG monitoring where seizure events are usually rare cases. Because of those reasons, automatic 

epileptic seizure detection from EEG signals became a demanding task in recent years.   

In [4] Ali Shoeb et al. presented a patient-specific classification approach using support vector 

machine (SVM). Their main contribution was to develop a way to construct discriminating function that maps a 

feature vector derived from EEG with seizure/nonseizure labeling. In [5] R. Panda et al. proposed SVM based 

classifier with discrete wavelet transform (DWT) to detect epileptic seizure activity from EEG. The classifier 

decomposed EEG into subband signals using DWT. Later features like energy, entropy and standard deviation 

computed from subbands were used to classify seizure/nonseizure events. The proposed method had shown 

classification accuracy near about 91.2%. Y. Tang and D.M. Durand in [6] proposed a seizure detector that is 

based on a support vector machine assembly classifier (SVMA). The SVMA improved the detection accuracy 

compared to other traditional methods by providing an effective tuning strategy for specific patients. In SVMA, 

a group of SVMs trained with distinct set of weights each where the user have the choice to tune the output of 

the SVMA classifier. They have reported the best total accuracy of 98.72% applied on the publicly available 

epilepsy dataset hosted by the University of BONN.   

In [7] Yatindra Kumar et al. developed a seizure detection system based on DWT and SVM with RBF 

kernel function where fuzzy approximate entropy (fApEn) was used as feature. They decomposed EEG segment 

into different sub-bands using DWT and computed fApEn of each one to generate a feature vector. Later, the 

feature vector was fed into the SVM classifier for classification. They also compared the accuracy of SVM 
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classifier with RBF and Linear kernel function. In [8] M. H. Kolekar et al. developed a seizure detection method 

using three least square support vector machine (LSSVM) classifier combinedly. Three non-linear features 

Symbolic entropy, Lempel-Ziv complexity and Sample entropy were used as features in LSSVM classifiers to 

classify data into ictal, healthy and inter-ictal EEG signals based on maximum score.   

Kai Fua et al. in [9] presented a new technique to detect seizure events in EEG by using Hilbert 

marginal spectrum (HMS) analysis. HMS is derived from the empirical mode decomposition (EMD), it shows 

the total energy that each frequency value contained within a signal. They have extracted spectral entropies and 

energy features of intrinsic mode functions (IMFs) using HMS analysis which was used to fed in SVM for 

seizure detection.In [10] M. A. B. Altaf et al. developed a non-linear support vector machine (NLSVM) based 

seizure classification (SoC) method where EEG data from epileptic patients were recorded and stored using 8-

channel. It was an integrated system that combined a feature extraction (FE) engine, patient specific hardware-

efficient NLSVM classification engine, 96 KB SRAM for EEG data storage and low-noise, high dynamic range 

readout circuits to detect the patient-specific seizure electrical onset. 

In this paper, we presented a performance evaluation study of SVMkernel functions in epileptic seizure 

detection using time-domain features of EEG. First, we decomposes EEG epochs with EMD and get several 

IMFs and selected first five. Secondly, time-domain features coefficient of variation and fluctuation index are 

calculated from those selected IMFs and generated feature vector from those features. Finally, the feature vector 

is fed into the SVM classifier with different kernel function and evaluate their performanceson epileptic seizure 

detection problem. The block diagram of the experiment details is illustrated in Fig. 1. 

 

 
 

Figure 1:  Block diagram of the experiment  

 

II. DATA AND METHODS 
2.1 Dataset 

A publicly available EEG dataset is used in this study that was developed by the Department of 

Epileptology, University of Bonn, Germany [11]. The dataset is available in public domain and have been used 

in several studies for last few years. It has five sets named as A, B, C, D and E. Each set has 100 single channel 

segments. Each channel length is 23.6 second with 4097 samples. Noise and artifacts were cleaned by experts 

manually. Set A and B dataset were recorded from five healthy volunteers scalp surface under normal eyes open 

and closed conditions, respectively. Set C, D and E are intracranial EEG recorded from five epileptic patients 

containing interictal and ictal epileptic activities. Set C EEG were obtained from the hippocampal formation of 

the opposite hemisphere of the brain. Set D EEG were obtained from within epileptic zone during seizure free 

intervals. Set E only contains seizure activities which were selected from all ictal EEG recordings. The dataset 

was recorded according to international 10-20 convention with sampling rate of 173.61 Hz and using an average 

common reference with the same 128-channel amplifier system. Sample EEG from all five sets are shown in 

Fig. 2.    
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Figure 2:  Sample EEG epoch from each set (A – E) 

 

2.2 Method  

2.2.1 EEG Decomposition 

In 1998, N E Huang and et al. developed an adaptive time-space analysis method called Empirical 

Mode Decomposition (EMD) that get its popularity for analyzing non-linear, non-stationary data series like 

seismic signal, EEG, EMG etc. effectively [12]. EMD decomposes a series into a group of ‗modes‘ called 

Intrinsic Mode Function (IMF). Several studies in last few years have used EMD to analyze real world data 

because of its adaptability, and stochastic nature [13] [14].For a given signal 𝑥(𝑛), EMD can be represented as 

[15]: 

 
𝑥 𝑛 = 𝑟𝑀 𝑛 +   𝑑𝑘(𝑛)𝑀

𝑘=1     (1) 

 
Where 𝑟𝑀(𝑛) represents residual and the IMFs {𝑑𝑘(𝑛), k=1, 2, ... , M } are constrained to be zero-mean AM-

FM waveforms [16].Fig. 3 shows extracted IMFs from ictal (seizure) and interictal (seizure-free) EEG epochs 

by using EMD. 

 

 
Figure 3: IMFs of seizure-free (left) and ictal (right) EEG epochs decomposed by EMD 
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2.2.2 Feature Extraction 

Extraction of effective discriminating features contribute significantly to the classifier‘s performance. 

Statistical features like mean (𝜇), median, variance (𝜎2), standard deviation (𝜎), coefficient of variation (𝑉𝑐 ) and 

fluctuation index(𝐹𝑖) have already been used in several cases to classify EEG events [17]. Here we have used 

coefficient of variation and fluctuation index as distinguishing feature for the seizure event detection from EEG. 

 
2.2.2.1 Coefficient of Variation 

The amount of variation in signal amplitude can be easily quantified by coefficient of variation. During 

epileptic seizure, a large amount of electrons discharge in cerebral cortex which cause a great amount of 

variation in EEG signal amplitude in a regular basis. That causes a higher𝑉𝑐  in epileptic EEG compare to 

interictal/seizure-free EEG signal.  

The coefficient of variation𝑉𝑐 for one IMF (𝑑) is defined as[17]: 

𝑉𝑐 =
𝜎

𝜇
       (2) 

Where 𝜇 and 𝜎:  

𝜇 =  
1 

𝑁
 |𝑑(𝑗)|𝑁−1

𝑗=0      (3) 

𝜎 =    
1

𝑁
  (𝑑 𝑗 − (

1

𝑁
) 𝑑(𝑗)𝑁−1

𝑗=0 )2𝑁−1
𝑗=0    (4) 

Here 𝑁 is the length of IMF 𝑑.  

 
2.2.2.2 Fluctuation Index 

Fluctuation index is a statistical tool to measure the intensity of signal change. Frequent amplitude changing 

signal have higher fluctuation index. Due to the abnormal firing in neurons during seizures, epileptic EEG has 

more fluctuations than the seizure-free EEG. That results ictal EEG have higher fluctuation index compared to 

normal EEG.        

The fluctuation index 𝐹𝑖  can be defined as [17]:  

𝐹𝑖 =  
1

𝑁−1
 |𝑑 𝑗 + 1 − 𝑑(𝑗)|𝑁−2

𝑗=0     (5) 

Where 𝑑 is one of the IMFs with length 𝑁. 

 

2.2.3 Support Vector Machine Classifier 

Support vector machine (SVM) is a type of supervised classifier with associated learning algorithm. It 

was developed in 1995 by C. Cortes and V. Vapnik [18]. Its ultimate goal was to find a hyperplane in a𝑁 

dimensional space (𝑁 number of features) that will distinctly classify the data points. Fig. 4 illustrates the 

working principle of SVM with features 𝑋1 and 𝑋2. A set of mathematical functions that are used by SVM 

algorithms to take data as input and transform it into desired form is called Kernel function. In this paper, 

performances of the SVM based classifier have measured with different kernel functions are shown in Table I. 

 
Figure 4: Working principle of support vector machine [19] 

 
Table I: Support Vector Machine Kernel Selection for Experiments 

Experiment 

No. 

Kernel Function 

1 Radial Basis Function (RBF) 

2 Linear 

3 Polynomial 

4 Multilayer Perceptron (MLP) 
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III. EXPERIMENT RESULTS AND DISCUSSIONS 
To evaluate the performanceof the classifier, we have divided our experimental dataset into nine groups, each 

one called ‗case‘. Table II shows the nine cases generated for epileptic seizure detection experiment.  

 
Table II:Different cases for epileptic seizure detection  

Case Class 1 Class 2 

1 A E 

2 B E 

3 C E 

4 D E 

5 ACD E 

6 BCD E 

7 CD E 

8 ABCD E 

9 AB E 

 

The performance of the SVM classifier is quantified by three commonly used statistical parameters called 

sensitivity (𝑆𝐸𝑁), specificity (𝑆𝑃𝐸) and accuracy (𝐴𝐶𝐶) which can be defined as:  

𝑆𝐸𝑁 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100     (6) 

𝑆𝑃𝐸 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
× 100     (7) 

𝐴𝐶𝐶 =  
𝑇𝑝+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100    (8) 

Where  

𝑇𝑝=  total number of epileptic EEG epochs that are correctly detected as 

epileptic 

𝑇𝑁=  total number of seizure-free (interictal) EEG epochs that are correctly 

detected as seizure-free (interictal) 

𝐹𝑃 =  total number of seizure-free (interictal) EEG epochs that are 

erroneously detected as epileptic 

𝐹𝑁  =  total number of epileptic EEG epochs that are erroneously detected as 

seizure-free (interictal) 

𝐾-fold cross validation is widely used in several studies to minimize the biasness in the experimental process. 

Here 𝐾 = 5 is taken into account for our experiments [20]. The final classification performance is calculated by 

averaging the results of 𝐾 folds. The EEG epoch size is considered 10 second because of the clinical 

applications. Each EEG channel is dividedinto a number of frames with significant amount of portion is 

overlapping between consecutive frames [21].  

 

According to our experimental outcome, the performance of different SVM kernel functions in 

epileptic seizure detection are shown in Fig. 5 and summarizes in Table III and IV. The maximum and minimum 

accuracy is 98.55% (case 1) and 82.88% (case 4) by RBF and MLP kernel, respectively. The highest average 

accuracy is 97.38% for Linear kernel, where the second highest one is 96.59% for Polynomial kernel. The 

average accuracy is taken over all the nine cases.  

In case of Sensitivity, RBF kernel outperformed the other kernels with 97.17% sensitivity. Linear and 

Polynomial kernel showed highest average sensitivity among four which is almost similar, 97.92% and 

97.90%respectively.Theperformances of MLP kernel were much lower compared to other kernels in terms of 

Accuracy, Sensitivity and Specificity. We can conclude that if we want highly accurate performance from our 

seizure detection classifier, we should use Linear kernel rather than others. On the other hand, if we emphasize 

on Sensitivity or Specificity, RBF or Linear/Polynomial kernels would be a better choice, respectively.          
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Figure 5: Performance comparison of SVM kernel functions using statistical parameters  

(a) accuracy (b) sensitivity and (c) specificity 

 

Table III:  SVM Kernel Functions Accuracy in Different Cases 

Case Index 

SVM Kernel Function 

RBF Linear Polynomial MLP 

1 98.55 98.43 96.72 88.69 

2 95.92 96.33 94.84 88.74 

3 96.57 97.53 96.40 86.64 

4 95.13 98.03 96.70 82.88 

5 95.65 97.55 97.36 88.25 

6 95.23 96.71 96.40 85.84 

7 95.51 97.16 96.84 88.60 

8 95.58 96.99 97.16 86.10 

9 97.57 97.70 96.92 88.30 

Avg.  Accuracy 96.19 97.38 96.59 87.12 

 

Table IV:SVM Kernel Functions Average Sensitivity and Specificity in Different Cases 

Parameter 

SVM Kernel Function 

RBF Linear Polynomial MLP 

Avg.  Accuracy 96.19 97.38 96.59 87.12 

Avg. Sensitivity 97.17 96.65 94.09 87.09 

Avg. Specificity 95.68 97.92 97.90 87.30 

 

IV. CONCLUSIONS 
Epilepsy is one of the most common types of neurological disorders.Researcher are trying to figure out 

the reason and mechanism behind it. The nature of epilepsy varies from subject to subject and changes its 

pattern through its life time within a patient. In this paper, a comparative performance analysis of SVM kernel 

functions in epileptic seizure detection from EEG has presented. A novel decomposition method called EMD is 

used here to extract subband signals called IMFs. Two time-domainfeatures, coefficient of variation and 

fluctuation index are usedhere as discriminating features. Four different kernel functions are used here to 

measure the performance of the SVM classifier. The performances are evaluated for nine different cases and the 

effectiveness of the kernel functions are measured for each case. In future, this experiment should be conducted 

on other datasets to measure the effectiveness of the results presented in this paper.   
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