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Abstract: With enormous growth of security and surveillance system, a huge amount of video data is being
generated every day. It is immense challenge for researcher to search and retrieve human face of interest from
video. The proposed work is inspired from the same issue in concern with analyzed by approach and
application. It would be the future demand for searching, browsing, and retrieving human face of interest from
video database for several applications.

To understand and satisfy the future demands, proper analysis and evolution of approach is the necessity of
time. The objective of this paper is to analyze the available human face retrieval approaches and methods in
various media files. The various media files play an important role in everyday life such as feature-length, news
video, state-of-art application, movie or any other video and to propose more acceptable methodology. The
works fulfilled under the three objectives-i) classification of human face retrieval in different media files with
application. ii) Techno-critical exploration of different human face retrieval approaches from media files which
analyzed the technical details. Finally, iii) detail investigation to leads fulfilled the different objectives in avail
the application.
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I. INTRODUCTION

The proposed work is inspired from the issue to search and retrieve human face of interest from video.
It would be the future demand for searching, browsing, and retrieving human face of interest from video
database for several applications such as state-of art, security, and surveillance, personal and industrial demands.
Human face retrieval is the collective work of major aspects such as detection, tracking, recognition. It is also
called the process. The researcher has been successful demonstrated the implementation of detection and
recognition. Still, the real life problems are yet to solve.

The proposed work has focuses on video database, as per our analysis, it has not acquire much
attention and success as compare to detection and recognition because of two reasons-i) necessity is the mother
of invention, i. e. researcher still not consider an important issue. ii) It is mutual facility which includes various
approaches to satisfy the aim and objective which changes with time. The paper aims to analyze and study the
available human face retrieval approaches and methods for the betterment of specified application. The various
media files play an important role in everyday life such as feature-length, news video, state-of-art application,
movie or any other video. The presented works aims to fulfill the three objectives-i) classification of human face
retrieval in different media files with application. ii) Techno-critical exploration of different human face
retrieval approaches which analyzed and evaluated the technical details using various stages. Finally, iii) detail
investigation to leads fulfilled the different objective avail the application. The paper, categorize human face
retrieval into four basic categories -Holistic based (3-D model), Part-based (tracker), Color based and Multi cue
(fusion) based.

Human face detection and recognition from video database is very intuitive to computer and human,
still various challenges to computer for face detection described in [1] like pose, scale, illumination, expression
etc. In concert with video, work is in progress to overcome the problems in complex background [2] by
detecting and tracking video images. Whereas, skin-tone has fine prospect provided for illumination invariant
[3]. Face detection under partial occlusion [4] using components and their topology. Face detection in video
sequences [5] and localization [6]. Face detection and tracking performed in [7]. As a part of face retrieval,
recognition has important aspect. To simplify the issues related with recognition work is in progress in diverse
situation such as, color face recognition [8], large scale face recognition in social network [9, 12]. The global
and local information used in [10] and Isogeodesic Stripes used for 3-D face recognition [11]. However,
Maximum Correntropy Criterion used for Robust Face Recognition [13]
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The paper is organized as follows- Section Il described classification of face retrieval in various media
files, the categorization according to appearance in Section Ill, and Section IV important tabular analysis of
different approaches, the performance evolution and results in Section V. The paper ends with conclusion in
Section VI.

Il.  CLASSIFICATION IN VARIOUS MEDIA FILES
The various media files play an important role in everyday life such as feature-length, news video,
state-of-art application, movie or any other video. Media have different feature such as visual, audio or
textual/script.

Media - Film/ Video/ TV Real-time Other
Features movies
Wisual o Characterretrieval | o Person spotting e Person  Faceregion
o Character *  Person identification identification detection
identification » Indentifying individuals * Actor based
* People finding s Face sequencematching indexing
» Face frack finding
» Faceimage retrieval
» Faceretrieval
Audio- o Speakerretrieval » Personretrieval
visual *  Major Cast detection
Script- * Character » Namingofcharacters
Visual identification » Names and faces

Table 1. Classification of face retrieval in various media files

Face retrieval approaches proposes the one or more combination of available features to assure the
endeavor from different media. Table 1 shows the different endeavors on media along with existing features.
The classification is performed according to available media such as film/movies, video/TV, real time and other
domain like compressed. The features has classified into three major classes according to the application used
for the retrieval process. First, visual features which considered only the facial features from image/frame. It
includes holistic and part-based approaches as major. The second classification is audio-visual features, the
voice segmentation and detection fused with visual features for better identification results. The third
classification with script-visual, the movies script or text is involved for the person identification/ verification.
The script/ text are segmentation and processes with visual features. The second and third classification includes
multi-clue based approaches.

1. CATEGORIZATION OF FACE RETRIEVAL
In this paper the approaches of face retrieval has been categorized into four groups, from the common approach
or methodology used to achieve the goal.
A. Holistic(3-D MODEL) BASED
The holistic approach generally refers to methods that use the entire face image for face identification. Basically
its includes methods like Principal Component Analysis (PCA) or Eigenfaces, Linear Discriminate Analysis
(LDA) or Fisherface. We consider the recent work using 3-D modeling of face and head.

1. Automated person identification in video

-
-

a) Training image b) Ellipsoid c¢) Texture d) Novel view

Fig 1. Ellipsoid head model

In [15], authors proposed method to identify the target face with variation in pose, illumination and
face expression. First step is to detect face region of the candidate with skin colour detector. The probability
distribution over the colour of skin pixel in RGB space is modeled as a single Gaussian with full covariance. A
corresponding Gaussian distribution with large variance is estimated for background pixel, and Bayes theorem is
applied to obtain an image of the posterior probability that each pixel is skin. Skin blob detection is performed
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to the skin probability image at each level. A face region is declared at local maxima in the DOG response with
positive response above threshold, and corresponding high skin probability. The approximate scale of face is
obtained. The pose based face rendering is performed by applying 3-D geometric model with multiple texture
maps. The single training image is back projected onto ellipsoid to given texture maps, can obtained new view
of head move with different pose rendered by transforming the ellipsoid and projecting the texture maps in
figure 1 back into the image. Multiple texture map can accurate rendering on many poses and differing
appearance (facial expression). Pose is estimate and normalized with multiple appearances in-plane rotation
with 6-D vector corresponding to rotation, scale and 2-D translation. Distance between poses is computed by the
dot product between a front-facing vector normal to the ellipsoid. The representation of face image suitable for
person classification performed using edge-based descriptor. Model is learned with probability distribution for
the finding specific character in shot with variant in expression and pose.

2. 3-D ellipsoid approximation based constellation model

The [17] presented an approach to locate the individual character frames of person with large changes in
scale without using the temporal information. The approach work in two stages first is to data collected
automatically by frontal face detection and clustering it given ellipsoid model for the character and the
corresponding texture map. For the variation in shape and other part of appearance invariant translation model
used. Then apply constellation model over each aspect of local maxima and search using image pyramid for the
verification with likelihood of model. While training stage, choosing patches around interesting points in the
texture maps. PCA based model by Gaussian with diagonal covariance use for variation the data. The second
stage is for verification generated by constellation model by assuming affine camera and four position of the
corresponding ellipsoid to determine the pose. A gray scale image of ellipsoid model is rendered in the
estimated pose for comparison against the input image.

3. Generic model with discriminative detector
In [18], work presented for automatic detection and identification of individual in unconstrained consumer
video with a minimal number of labeled faces as training data.

(a) Marked-up images (2 of 3 shown) (¢) Head model

Fig 2. Modeling of face and head

First area has captured the 3-D appearance of the entire head, rather than just the face
region and second area has to combined discriminative and ‘generative’ approaches for detection and
recognition. The delivered approach consists of three parts-i) to built 3-D model of individual’s face and head
demonstrated in figure 2. The approximation of images of the head has to be rendered in novel view with few
training images. ii) The pose has detected and estimated of individual using a trained tree-structured classifier.
iii) Initial estimates of pose are refined, and identify verified using a generative approach and employing edge
features and chamfer matching to give robustness to lighting and expression changes.

B. Part-(KLT TRACKER) Based
The facial image is divided into several regions and for each region, features are extracted using KLT tracker
and compared with other region.
1. Face Sequence Matching in Large-scale Video Databases

The presented work in [19] uses face detector by J. Sivic et al. to locate human faces in every frame.
Faces of the same person are associated together by tracking the covariance affine regions over time. Another
approach is Kanade-Lucas-Tomasi(KLT) applied to every frame to track the interest points in a shot. A pair of
face region indifferent frames is linked by comparing the number of tracked points that passed these face
regions to the total points in both regions. Local Binary Pattern(LBP) features to represent the extracted faces,
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LBP is invariant to monotonic changes in illumination and quickly computed. Each face is represented as a
feature points, each face track described the distribution of the faces of one person in the feature space. The
mean vector is used to represents the face tracks, it is nearly the approximation of the first principal component
that corresponds to the direction of maximum variance of data. After the extraction and representation process
are completed, the face tracks are organized into databases for the matching phase. From the given input face
track, the similarity between input track and each track in the databases is estimated and rank list is returned
according to the similarity score. The idea based on angle distance between two subspace, cosine distance is
used to measure the similarity between two mean vectors.

2. Automatic Naming of character in TV video

[21] work in three threads, first processing of subtitles and script to obtain proposals for the characters
in the video, by using fan web-site script of the video obtained in HTML format for human use. A “dynamic
time warping” algorithm was used to align the script and subtitles in the presence of inconsistencies. The two
texts were converted into a string of fixed-case, un-punctuated words. ; Second, processing of video to extract
face tracks and accompanying descriptors, and to extract descriptors for clothing: The face detection with frontal
face detector by Viola and Jones on every frame of video. The face is track for each shot with Kanade-Lucas-
Tomasi Tracker .The output in the form of set of point tracks which are used to established relation between pair
of faces within shot. Shot changes are automatically detected using colour histogram between consecutive
frames. Output of face detector and tracker provides approximate location and scale of the face. Facial feature
localized with nine facial features are located : left and right corner of each eye, the two nostrils and tip of the
nose and left and right corner of mouth shown in figure 3 . To locate the feature generative model of the feature
position combined with discriminative model of feature appearance using mixture of Gaussian tree. The affine
transformation is used for geometrical normalization of pose variation. The two descriptor are used i) SIFT
descriptor and ii) a simple pixel-wised descriptor. Euclidean distance is applied for computing distance between
pair of face descriptor. With clothing appearance character is predicted in relative position using colour
histogram. YCbCr colour space use for de- correlation. Speaker detected using significant lip motion. The third
is combination of subtitle /script alignment and speaker detection given a number of face tracks identified with
high probability i.e. min-min distance between descriptors.

(a) Face detections in original frames (b) Localized facial features

Fig 3.face detection and facial feature localization

3. Face Retrieval from Large Video Datasets

In [24] ,authors proposed the method for face retrieval in large video datasets. The faces of the same
person appearing in individual shots are grouped into a single face track by using a reliable LBP tracking
method. The retrieval is done by computing the similarity between face tracks in the databases and the input
face track. The similarity between two face tracks is the similarity between their two representative faces. The
representative face is the mean face of a subset selected from the original face track. The method tested on
TRECVID large scale video database of 370 hours.

4. Face track finding in video

Thanh Duc Ngo et al.[25] presented a method for detecting face tracks in video in which each face
represent an individual. The Kanade- Lucas-Tomasi(KLT) tracker to track interest points throughout video
frames and each face track is formed by the faces detected in different frames that shear a large enough number
of track points. For the face grouping: normally, the interest points (figure 4) are selected according to textured
criterion that also found in facial regions. Track the points using motion model with the assumption that there is
no much difference in features appearance and position. The match has decided by counting the number of
shared points and total number of pair of faces in the frame. For the effect of false detection tracked points of
only two consecutive frames considered. The intensity variance has been to measure the effect of illumination
changes using flash light detector, which detect brightness of frame increases suddenly. For the effect of
occlusion, a match between two faces in different frames which track number of track points that pass through
the faces should be large enough compared to the total number of points inside the faces.
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Fig 4. Interest point for tracking face

5. Real time person identification

[20] presented a person identification system which involves detection, tracking and recognition.
Frontal face detector based on Viola-Jones is enhanced by Lienhart et al, and is moderate fast. Face tracking
with Relevance vector machine (RVM) tracker of William et al. that implemented a regularized kernel-based
face tracker using radial basis function (RBF). The face recognition uses model of M. Everingham et al., which
locate 7 facial features and four additional features are added at the center of the both eye, mouth and nose. The
face region defined by facial features is normalized with canonical face to reduce the effect of scale and out of
plane rotation of the head. Affine transformation is computed between canonical feature and facial features. To
classify the faces a random- ferns classifier with 40 ferns of 17 levels and simple comparison performed
between two elements of descriptor F, where F chosen random when building tree.
C. Color Based

1. Finding people in repeated shots of the same scene

In [26], authors proposed for finding all occurrence of a particular person in shot with changes in scale,
pose and partially occlude. For the identification individual hair and clothing stays same throughout the
sequence. The method having two stages, first for identification of individual by clustering frontal face
detections using color clothing information. It has done with computing color histogram and group using single
linkage hierarchical agglomerative clustering algorithm. Second a color based pictorial structure model for
finding the occurrences of each person when frontal face detection was missed. The pictorial structure model is
corresponding to three parts hair, face and torso region. The appearance of each modeled as a Gaussian mixture
model (GMM) with k=5 components in RGB color space. For the common background have been computed
part likelihoods. Prior shape probability has been calculated by 2D Gaussian distribution with mean and
covariance. For minimizing matching cost, Maximum a posterior (MAP) has been used. The research will put
on extension by improving the torso color models and considering multiple detection hypotheses with reference
to author.

2. Face image retrieval in video sequence using lifting wavelets transform

Chon Fong Wong et al.[27] presented framework based on lifting wavelets transformed feature
extraction. The Algorithm contained two stages; first stage is to extracts the key frame using color histogram
method and second face detection and recognition. The face detection and recognition was further divided into
four steps. The AdaBoost learning is use for face detection, which detects the face regions from key frames
using For decease the illumination effect, facial region is normalization using cascade of classifier by
performing histogram equalization which also reduce the computational time. Two level Lifting wavelets
transformation for extracting facial features, lifting step means, any discrete wavelets transform (DWT) or two
band subband filtering with finite sequence of simple filtering steps. Discriminate analysis LDA (Linear
Discriminate Analysis) over PCA is applied to extract discriminate feature vector for the normalization. The last
part means testing part i.e. the query image which is also a pre- processed through the face detection and
extracting the features components, is compare with the feature vectors from the key-frames using the similarity
measure i.e. Nearest Neighbor(NN) simple classifier which determine its existence in the video

3. Face Region Detection in MPEG Video

In [29], authors proposed three stages method for face region detection from compressed MPEG color
video.

The input MPEG video minimal decoding and DCT of luminance and DCT PC or chrominance (Cb ,
Cr) (i. e. hue and saturation) the stage 1 — macroblock classification based on chrominance using human skin
tone characterization which is generated by color station and Bayesian formula applying for minimum cost
decision rule the classification an average chrominance which is minimum for false skin tone detection. In stage
2- detecting face region in macroblock mask image generated from stagel which involve shape construction i. e.
face detection frontal and nearly frontal faces for more accuracy in detection binary template matching is used
on macroblock mask image. At last, Stage3 — verification of face detected bared on energy distributed of PCT
coefficient correspond to vertical , horizontal and diagonal edge. The interceded form also district applied to
MPEG-7 using DCTCS value of chrominance block and DCT coefficient of luminance block.
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D. Multi clue (Fusion) Based
1. Character Identification in feature length films using global face —name matching

Proposed approach for the identification of character in feature length films using global face and name
matching [22]. Face detected in video and clustered into groups of characters using Earth mover’s Distance
(EMP) for measure the distance of face tracks. Name affinity built from script. Speaking face tracks to build the
face affinity network. Name and face association using matching vertices between two graphs. Multi-view face
tracker to detect and track faces on each frame of the video, multi-view face exemplars in a track and finally
cluster into groups corresponding to characters and built the face affinity network. Speaking face track detected
using Region-of-interest and SIFT points are extracted and matched between current face image and the
previous image. Face represented using Locally Linear Embedding (LLE) for dimensionality reduction. The
distance measured between face track using spectral clustering and K dominant clusters from all the detected
faces. The minimum distance makes them be treated as the same person due to the partial similarities. K-means
clustering is performed to group the scattered face tracks which belong to the same character. The noise clear
from clustering results with pruning method the marginal points which have low confidence belonging to the
current cluster. The face-name association performed using affinity network in their own domain. Various
application of the proposed work such as character relationship mining, character —centered browsing.

2. Speaker retrieval for TV show video

Proposed retrieval of speaker is in TV show programs using their names as the query [23]. The
framework divided into two parts, visual processing part that focuses on shot segmentation and clustering of the
same person with different occurrences together and locate their faces spatially and identify association part
which focuses on solving the ambiguities between present faces and who and when speaks information. For the
face detection, multi-view frontal face detector implemented in OpenCv by Viola and Jones used on every
frame. The face is tracked by mean shift color tracker using color histogram or kernel density estimate of model
and target image. The remaining part related to association of faces to the speaker because face tracker tracks all
faces in a face image is not clearly specified.

3. Multimodal Person Search and Retrieval

Towards person Google: multimodal person search and retrieval [28] is a new search and retrieval
approach. Content based on multimedia retrieval systems have been automatically indexing and retrieval
multimodal person from video. The system work separately for audio and video segmentation, feature extraction
and segment matching. The feature exaction from audio using mel frequency cepstral coefficient (MFCC). The
temporal characteristics of audio data within segment reduce using multivariate Gaussian distribution. The audio
segments are compared by applying Bayesian information Criterion (BIC) on computed the distance between
two segments. For visual analysis face region determined based pn pupil position and anthropometric model. To
handle the illumination changes, statistical normalization methods are applied globally and locally. The
extracted features were reduces using PCA and the features were matched with database using Euclidean
distance. The multimodal fusion consists of audio and visual score. Score has normalized with different
characteristics at last the score fusion performed. It is fusion of face detection and speaker segmentation for
person retrieval.

4. Face indexing system for actor —based video service in an IPTV environment

Jae Young choi et al. [30] proposed system for automatic system for indexing faces of actors. It
consists of two parts, first to construction of FR engine using web and second is video face recognition. Using
internet connect of STB, actor names are retrieved from online drama and movie information provider. For the
second part, faces are clustered using colour histogram for computing each video frame for grouping the same
subject into single subject cluster and face images of different subjects included in different clusters. The
Hierarchical agglomerative clustering (HAC) has used for clustering, which terminates on threshold. The
extraction of colour face features performed by the query face images (RGB) converted into different colour
space like YIS or HSV images and extract features from these colour component vector creations. The extracted
features from different colour components are concatenated. The face recognition has performed using weighted
colour feature fusion, which dealing with several defective face images in a cluster which may contain variation
in terms of viewpoint, illumination and compression artifacts. The elements penalty based Minowski, includes
standard deviation from sample of feature vectors.

5. Estimate discriminant coordinates

In [31], authors proposed the face under pose variation of expression and illumination detection by
Kernel PCA (kPCA) and discrimination for set and the rectification of canonical pose performed by running.
Each SVM over image and performed affine transformation which best map detected points tp canonical
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features. KPCA performed to reduce dimension and LDA to project data into space that for the discrimination
task. The Nystram Approximation performs on KPCA dataset because its too large opt as kernel matrix. Finally
the clustering is used to clear up the semi-super used database with error and new discrimination provide better
representation of identification and re-cluster it in an modified K-means clustering.

6. Audio and visual information

Zhu Liu and Yao Wang [32] was investigated major cast detection in video by using both speaker and
face information. The approach involves three steps. First step is speaker boundaries detection and clear speech
extraction using GMM classifier. It has been covered the comparison of GMM classifier and SVM classifier.
Simulated results are generated by GMM is better as compare to SVM. Then speaker segmentation and
clustering using GMM distance metric with divergence. The second step to face detection in still image using
fast template matching which detect multiple faces from still image. The face tracking and clustering involve.
Video shot segmentation with distance of color histogram and face tracking within each shot using face
template. Third and last step, integrated speaker and face correlation matrix i.e. speaker face —correlation matrix.

7. Local features and Statistical-Structural learning

This an integration of statistical and structural information that uses the local feature constructed from
coefficient of quantized block transforms which is use in video compression. Under quantization and performing
statistical histogram of the local features treated as vectors and similarity measure [33]. The image is
decomposed into subarea called as local feature using quantized block transforms. Quantized coefficients of
block transform are used for construction of local features and description called as feature vector. Ternary
feature vector (TFV) structure from the collection of same order transform coefficient boring transformation
blocks. Statistical information compared using TFV histogram based on 0™ and 4™ transform coefficient which
represent different types of information about local feature. Structural description of pattern is represented by
sub area histograms. Three aspects for pattern retrieval 1% is the set of local features which is robust from
perceptual point of view is not selected arbitrarily but by adjusting the quantization level of block transform. 2™
size of selected feature histogram and last is scope of structural information.

8. Video Shot Retrieval for Face Sets

300

200

Fig 5. region track

The work suggested by J Sivic et al[14] for frontal face detection has been performed on every frame of
the movie. This is achieved by first running a general purpose region tracker called affine covariant region
tracker (fig. 5) by J. Sivic et al this tracking algorithm can develop tracks on deforming objects. Resultant,
person’s face can be tracked with significant pose variation and expression changes, but tracking is done offline.
A single shot contains hundreds of frames with possibly one or more detected faces and the detected faces
generally connected by several region tracks. A single-link agglomerative grouping strategy is used to merges
face detection into larger group starting from most closest(most connected).

Each face sets (face-track) are described by a collection of five affine transformed local spatial
orientation fields based around facial features. The entire set represented as a single distribution over local
feature descriptors. The facial features( left and right eyes, tip of nose and center of the mouth) localized allows
to local face descriptors and affinely deform support regions to normalize for pose variation. A probabilistic
part-based “constellation” model of faces is used to modal the joint position (shape) and appearance of the facial
features. Facial features are located by searching for joint position of the features which maximizes the posterior
probability of the feature positions and appearance. Each face in the set is represented as a collection of five
local overlapping parts( SIFT descriptors)placed at the detected feature locations( eyes, mouth, nose and
midpoint between eyes)[14].
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9. Film Character Retrieval In Feature-Length Films

Ognjen Arandjelovie et al. [16] has proposed approach to recognize all the frontal faces of a character
in the movies or situation comedy shown in figure 6, given a small number of query faces. The recognition
method based on cascade of processing steps that normalized the effect of changing imaging environment,
particularly in three areas suppress the background of face, pose refinement to optimize the registration and used
robust distance to a sub-space to allow for partial occlusion and expression changes.

Features Training Probabilistic Model of
[ SV Clavoliere . l Data . Face Outline

Original Image 1 Normalized Pose

E ——— m - E

Background Removal

o - -

Face Signature Normalized Background
image IMumination Ciutter Removed

Fig 6. Face representation

Ognjen Arandjelovie et al. [16] considered content-based multimedia retrieval setup to retrieval and
rank by confidence from film shots. A query consists of user choosing the person of interest in one or more key-
frame. A face detection stage has performed by local implementation of 3D object detection based on correctly
detection of both eyes and mouth, are visible. The proposed approach consists of computing the low distance in
numeric value, a distance, expressing the degree of belief that two images belongs to same person and
computing a series of transformation of the original image.

IV. ANALYSIS

The table 2 provides the techno-critical analysis of the human face retrieval approaches. The process
involves certain inter related task to achieve the objective. The following table shows the technical details of
concern approaches to accomplish the work on different media files. The Table 3 shows the details examination
of the available approaches with respect to input- output parameter and results performed.
The detail analysis (Table 3) presents the involvement of different input parameters, advantages, limitations of
human face retrieval approaches from video. The some approaches provides encouraging results, but under the
certain assumptions. The all the presented approaches has the different objectives, in accordance with
application.

V. PERFORMANCE EVALUATION AND RESULTS
The analysis of the different approaches concerned in tables, the approaches have different objectives
to deal in real life problems. The major concern of the analysis is to evaluate the performance. For the
evaluation as a part, consider the objective that the human face image retrieve from video database.

Performance Analysis

120
& 100 o —e—holistic
t=g 80 ' based
g 60
< =i part-based
S 40
2 20
o 0 color based
a
g 123456789

Fig 7 MAP performance analysis (precision/ recall)

We consider the MAP (mean average precision/recall) measure to estimate performance of available
approaches. The Fig 7 shows the average performance analysis (precision/recall) for the different categorization
of human face retrieval on various available approaches. The data has been considered from the results and
evolution of approaches, which are mentioned in table 3 as status of results. The available data varies with
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respect to database, size, specification, etc., however the performance measured on one scale. It is the possibility
of changing the status of results with respect to changed in data or process techniques.

The graph drown in fig. 7 includes all the four categorized to human face retrieval with all mentioned
techniques/approaches. Multi clue has large number of approaches proceed because of wide scope of
implantation. Total 9 approaches consider for the concerned. Whereas, holistic and color based got modest
scope i.e. three for each, with respect to the current age. The part-based approached has considered 5 approaches
under the category with average and stable precision rate.

holistic based
90
85 -
80 - | holistic
75 | based
1 2 3
(a)
color based
100
50 1 color
based
0 T T 1
1 2 3

(b)

Fig 8. Mean precision/recall rate of holistic (a) and color based (b)

Fig 8. Shown the mean precision/recall rate, for the evolution of holistic and color based approaches.
The holistic contained 3 approaches with average 83.33% of precision/ recall rate (table 3). The highest mean
precision is 88% and lowest is 80%. Whereas, color-based includes highest precision rate with 92% and average
71%, because the first method of this category has not provides precision/recall rate.

part-based
150

100
S A NN t
0 n T T T T

1 2 3 4 5

Fig 9. Mean precision/recall rate of part-based

The part-based has the highest mean precision rate of 95.78% with lowest 54.97% under the control or
uncontrolled database and specification. It has average precision/recall rate 74.41% of 5 different approaches
under various conditions. The fig 9 provides the representation of the same graphically. The Multi-clue
approach has the highest number of approaches because of wide varieties of combination. In future, it can be
identified sub categorized according to (table 1) or by considering other widespread and significant
specification. Fig 10 described the 7 different performances out of 9 available approaches for mean precision
rate. The two approaches did not have precision rate, so the average precision rate in accordance with the 7
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available approaches. The highest precision rate is 93% and lowest is 85.99% and the average precision rate
89.59%.

Multi Clue Based
95
90 H B
SR e o mms m B B multi clue based
80 e e e e R
12 3 45678290

Fig 10. Mean precision/recall rate of Multi-Clue based

Viola and Jones detector performed better results as compared to other for detection in video and
images. Adaboost performed fast and more accurate results. The KLT tracker performed good results but it
varies to illumination changes. The track points have advantages over KLT and performed better in various
conditions. The histogram matching and probability distribution finds good results for recognition, but it varies
due to unfavorable situation occurred.

The skin tone color for detection and recognition may cause computational complexities. The results of
retrieval better due to face track of grouping of similar faces. The fusion of information is not provides matured
results. The less work has been done the large-scale video database with optimum speed and accuracy.

VI. CONCLUSION
The proposed paper provides an optimized review and analysis of different available approaches for
human face image retrieval. With the help of above study, the decision has been made for making the
framework which provides feasible solution. The work has been extended for the various objectives such as
searching, browsing and indexing. The useful investigation has sum up with better results in terms of accuracy
and speed under the assumption that human face retrieval from video databases.
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Table2. Techno-critical Analysis and exploration of different face retrieval approaches

Approach | Approachof

Catezory Steps nsed in Approach
Face detection Traddng Feature Normalization | Matching Representation Classification | Training data Recozuition Crther
extraction techniques
1.3-D' model with | Skin color detecir | Deformable colous of skin | 3-D geometric | Theeshold 3-D modal with Edgss 3-D geometric modsl | probability face
texture maps[13] region fracker | pizelinRGE | Model multiple texinre distribution rendering
space maps
2.3-D ellipsoid Affine invariant Didnotusad | Principal 3D Threshold, 3-D ellipsoid face | constallation Did not used empod | ellipsoid modsl | face
Holistic (¥ | zpproximation clustering tracker Compaonent Constellation | rankinsby model modsl information is gendersd for | remderins
Dmodel | based constellzim Analysis model likelihood oomparison
based) | modsl[17]
3. Genericmodel | Discriminative Didnotusad | Adaboast 3-Dmodelof | Chamfer 3-D modsl Edgzz detection minimal mo.  of | Chamferdistance | trzined tree-
with detector using 30 | tracker individml's distance lzbeled faces a5 | and confidence | structured
discriminative rendered model facs and head trzininz data measnge classifier
detector18]
LELTwith Viola and Jonss Eanzde- Lol Binary | Eigemvector, Cosine distance | Mean vector Local Binary Did not used trzining | Ranking 370 bes of
LEE[19] dstectar Lucas- Patter(LEF) EEN-PE0 Pattem(LEF) data TRECVID
TomasiELT) news video
2 Combinad Violz and Jones Eamzde- Mine facial SIFT descriptor | Enclidesn Computing Quasi-likelihood | descriptors for | High probability | descriptoss
visnal-temmal detectar = features an and simple distance descriptor aflocal clothing ie min-min | forclothing
madel[21] Tomasi(ELT) | position pinel-wis appsarance distance
descriptor
3 face-track Violaand Jones Facs track: LEBP {lacal Ha zrey level k-Facss Face track: LEP Clusterinzbased | Facs track sxtaction | Enclidesn TRECVID
Part- matching{24] dstectar track points binary nomalization {local binany distance distance betwesn | dataset
bas pattems) neaded pattems) faaturs w0 mean faces
T tracher)
4 Track point Violaznd Jones Hanade- Intersstpoint | normmelizstion | countthemo of | festuges total numberof | Did notused training | Compared track | Face
based method[25] | detector Lucas- notneaded sharzd points appearance and points insidethe | datz imterest poimt grouping(Fz
Tomasi{ELT) and totzlno. of | pasition fares catrack)
pairof faoss
510U system[20] | Violaznd Jomes Eezmel-based | 13 facial Affins Bataf 13 facizl features | Random-fems Czscade face datector | Pictorial 40 fems of
detector trackerusing | featuses transformation | posterios classifier 5 2 17 levals
enhancement by radizl basis (Mlax-man ar model{d
Liemhant functionRBF mEx-51m ) additional facial
featurss
1. Calorbas=d FloatBoast singlelinksge | Ganssizn 2D Ganssizn Zcore matching | Modelingwith Maximuma sequance of | Pictorial Face
Caler pictorizl structwrs | lesmingor hisranchical mixturemodd | distribuion with Max GMM posterior MAF) | photozraph takenovar | structors grouping
based madal[26] - R azflomerative | (GMMwith | withmesnand | posterior ashart period of tims using color
= Vinlaand Janes clustaring =3 covariznce prababilinr(MA histogram
detectar alzosithe i)
2 LiftinzWavelat | Violaznd Jomes Calar Liftinzg PCA MWeagest LDA AdzBaoast Did not used trzining | Cosine distamce | Nearest
Transform Feature | detector histog=m Wavelet Neighbor datz Neighbas(N
transform{27] Trznsform classifier W) simple
{LWTFE) classifier
3. Compressed- Human skin tons | Skintons macroblack macroblock Bt macroblock mask | macroblock binary templats | energy DCTCS
domain calar mask imaze mask imaz= distribued of | imaz= classification matching distriboted  of | valne  of
approach[29) chrominance DCT baszd on DT coefficient | chrominane
cosfficiant of chrominance and  DCT
vertical , nsing human skin coefficient
horizontal and of luminane
diazonal edz= block
1 Affinity | Easth  mover's | Muolti-view spectral E-means Matching face | Locally  Linsar | E-means Did mot us=d training | Ganssian Facss
netwark  based | Distance(EME) face tracker clusteringand | clustering tacks  with | EmbeddingLLE) | clustering datz Mixture souped im
global face-nams E dominamt {Enclidezn betwean  face Models{GMM) | eachshot
matching{22] clusters distance) track
1 Fusion of audio- | OpenCv  based | M==n  shift | kemel demsity | colorhistozram | Histog=m Eigenface or local | Did notused Did not used trzining | Histozram shat
vizuzl Violz and Jomss | colortracker | estimate matching facial datz matching sEEmantatio
information[23] detector features(EIFT) n
clustering
3. Multimodal | Face region | Did mot used | BCA 50082 Euclidean BCA pupil position | multivariate Gamssi | Score level | scors fusion
fusion system[28] | determined by | tracker distance d distribution fusion{product, | performed
pupil positions and anthrapamatric S0, min, max)
anthropometric madel
face madel
4 Andio and | Face  template | Skin  color | Skin  tome | (emersting Averaze  facs | Facstemplate Face track | Awersgs face templai 2 Shat
Multi due | visnal matching distribution colar Averaze  facs | template clustering x Distznesin | se@mentatio
based infopmation[32] with averass templats matching] colorhistasrzm | 0 by color
facz tamplate maximum - histogram
Matching
WValue)
3 Estimats | Nystrom Did mot used | ¥PCA  and | Cholesky Low likelibood | Cluster Modified  E- | Did notused trzining | Nearest Neishbor | Mersing
discriminant Approximation tracker LDA Drecompositian | with threshold mazns clustering | datz clusters
caazdi 31]
& Spatial- . . . . . R s
tezposl Propamtion ffine Principal lacal face | Histogams overlapping five | Histogram Principal Component | probability Face
o prabability covariant Component descriptors and | comparsd using | SIFT descriptors Analysis demsity function | exemplars
systam[14] region tracker | Analysis affinely deform 2 (Resion
suppat fegions X tracking)
7. local featusss | Searchinz  best | Did mot used | discrstecosine | lower-order AC | Histogam Histogam of | TFV Histog Trainingzimazss Histaz Etatistical-
and  Statistical- | subarea tracker } coefficients matching Temary  feature | uwsing single matching Strctural
Structursl transfarm i vectar {TFV) subarzz lezminz
lesmingf33] (DCT bladk Approzch
b Cascade | SVM basad | Did not usad | SVM Backzound Threshold PFacz registration | Backzround VM Comparing face | illumination
appraach[16) detertar tracker r2maval, band- uzing facial | famaoval simatugeimaz | i3
pass  filtering featurss nosmalized
ank matching by using
band-pass
filtering
2 Weighted | Face clustering © | faoes are | Color 5001 Nezrest Color componsnt | Hisrzschical Did not used trzining | Weighted color | Shot
faaturz fusion | Hieraschical clustersd companent Neighbar vector creation azslomerative daa featurss fusion | sezmentatio
schema[30] zz=lomenative wsing colowr | (YIQ)  face classifier clustering (HAC) L by color
clustzingHAC) | histogrm featurss histogram
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The techno-critical analysis (Table 2) presents the involvement of different major and minor aspects of

human face retrieval from video. The detection involved the location of face image if present. Whereas, tracking
approach, tracks the face image (template) or points in video sequences. The different features of face images
were extraction and represented after normalization. The face image has classified from the background or other

effects. However the matching and recognition are the final parameter for the identification. Since sometime

training images need to made an final face image representation. According to the user requirements, the
different parameter involves to make a complete face retrieval process successful.

Table 3. Detail investigation of different approaches for face retrieval

Approach Approach of | Input Intermediat | Advamtages Limitation Objectives and | Stafns of | Output Approach  of
Catezory implementation Parameter e input comstraints Resulis mafching
. . #Wide vatition of pose | o Extn smemtion time for 3D . . .
1. 3D medsl with | minimal lsbelad | 3-D modal ad pest aoddl Darson Pozz cover in | [damtitiss Faz imase fo
tanture maps[13] faes 2 training comsiderad o Effactiva for onlv color vidso idantification  in | vidao around +- | location of | vida
datg «Efficient ssarch B - videp with wida | 40 particulsr
varigtion in posa paron:
+Wida variation of poss | #Vagion in 2 md facial
1 3D dipoid | miinal ldbded | 3Dmedd | g post plnienl pos2 Fid  oay | Toe puitive w | fid  wey |  Fasimaseto
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3. Geperic modsl with | minimal lsbaled | cgpurz 3D F‘;’ cfipemet  @d | o Bmor omachtm tschmians nat Idamtification of | mcall level of | automatic Face imags to
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datactor{18] data sRobusimass 1o lighting ) with  minimal | precision aound | idemtification of
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—— N tEning data charactar vida
#Large-grala o Emor comection techmique not
1 ELT with LEP[19] | Faze imags | Far-tracks M"ﬂ)) o q Spasd md | mam ~og | marching  face | Fa imass to
Part(KLT quaty sMizimum computstionsl - 300UACY for | method obtasinad | ssquence: vidap
tracker) based cost larms vidso | the MAP &
JB13%
2. Combined  visuale | Seript, face track, | Track poins 'ﬁ::ﬂ":‘ﬁ“f .:mal :mm_s‘“;::;fmn | Hish prcsion, | scscy Labsling Fae imam to
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