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Abstract: Breast Cancer is a malignant Tumor (a collection of cancer cells) that arises from the cells of breast. 

In all over the world it is a major health issue. In this paper a model is described for the classification of 

malignant and benign breast cancer cells. In this model Gaussian filter is used for noise reduction and 

smoothening. The Gaussian filter is applied on two parameters of a feature. After the filtering, the normalized 

values of the parameters are produced. The produced result is classified using SVM classifier. The proposed 

method uses SVM classifier with the combination of Gaussian filter. 
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I. INTRODUCTION 
Breast Cancer is a malignant tumor (a collection of cancer cells) that arises from the cells of breast. Not 

only in western country but also in our country, it is a major health problem. It is the 2nd most common cancer 

which is diagnosed world-wide (Parkin et al. 2001). Breast cancer usually occurs in the ducts, pipes that convey 

milk and organ that produces milk. It occurs both in men and women but in men it is an uncommon disease. We 

can determine the maturity of a cell by examining its parameters, such as radius, texture, concavity etc. 

Numerous masses are benign whereas the malignant tumor cells are extremely serious cancer. Before attaining a 

tangible size, the larger part of breast tumor will have metastasized. On the basis of the parameters of the tumor 

cell we classified it into benign or malignant class. 

The existing technique for Breast Cancer classification using Random Forest [2] is not giving the 

accurate results as its accuracy is 86%. To get more accurate results we need to make improvement. We 

described a model for classification of benign and malignant breast cancer cell. The Gaussian filter is used for 

noise reduction and smoothening. By applying the Gaussian filter on two parameters of a feature the normalized 

values are produced. The produced result can classify using SVM classifier. The proposed method gives the 

accuracy of 97.5% using SVM classifier with the combination of Gaussian filter. 

Breast cancer histopathological dataset (.csv) is used. In this features are calculated from a digital 

image of a fine needle aspirate (FNA) of a breast lump. It describes characteristics of the cell nuclei present in 

the image. It has the data of 570 images, having 2 classes- Benign and Malignant. In the benign tumor cells are 

not cancerous and would not spread. Whereas in the malignant tumor Cells are highly cancerous and spread to 

other tissues and organs. In this dataset for each cell nucleus, ten real-valued features Calculate:[21] 

a) Radius is average distance from center point to perimeter point.  

b) Texture is Standard deviation σ of values of gray-scale.  

c) Perimeter  

d) Area 

e) Smoothness is defined as local variation in radius lengths. 

f) Compactness = [(perimeter)2 / area] - 1 

g) Concavity is the severity of the contour recess. 

h) Concave points are the number of concave parts of the outline.  

i) Symmetry 

j) Fractal dimension= "coastline approx." – 1 

These features are divided into three parts first is Mean (3-13), Stranded Error (13-23) and Worst (23-32) and 

each contain above 10 parameter. 

We applied Gaussian filtering on the “radius” feature. Applying filter on a particular feature will have effect on 

the values of its correlated feature. To overcome this effect on the values of correlated features, we discarded the 

features which are correlated to the “radius”. The “radius” and the “smoothness” both are correlated so we 

discarded “smoothness” from the dataset. As the result we have new dataset with 9-features in total. Each 

divided into 3-parts Mean, Stranded Error and Worst. 
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II. METHODOLOGY 
 

 

 

 

 

 

Figure 1: Proposed Method 

 

A Breast Cancer histopathological dataset is used for classification. Gaussian smoothening is applied for noise 

reduction on the dataset as the pre-processing then the dataset is divided into 80:20 training and testing dataset 

using 5-fold cross validation. Classification is done using support vector machine as it gives the better results. 

The generated model is used for prediction of malignant and benign breast cancer cell. 

 

2.1 Gaussian Smoothening of the Dataset 

Gaussian filter is used to reduce the noise. It is same as convolving the image with a Gaussian function. It 

reduces the image's high-frequency components. It is an image blurring filter that uses a Gaussian function to 

calculate the transform which is applied to each pixel in the image. In 1D, the Gaussian function is:[14] 

(1) 

Where σ is the standard deviation of the distribution. It is supposed to be the mean of the distribution is 0. In 2D, 

the Gaussian function is:[14]  

(2) 

The Gaussian filter is a non-uniform low pass filter. The larger value of standard deviation produces a wider 

peak that means greater blurring.The kernel size of the Gaussian function must increase with increasing σ to 

maintain the Gaussian nature of the filter. Gaussian kernel coefficient depends on the value of σ. At the edge of 

the mask, coefficient must be close to 0 [14]. Gaussian kernel is separable, which allows fast computation.it 

might not preserve image brightness. It is separable because we can write the 2D Gaussian function into the 

form of 1D Gaussian function, in other words the 2D function can be written as the combination of two 1D 

functions (one for X-axis and another for Y-axis). 
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The Gaussian filter is applied on 2 parameters of a feature to reduce the noise. Here the standard deviation σ = 

10. The two parameters are radius_mean and radius_worst. We applied the filter only on these two parameters 

because the variation in the value of these parameters was very high so the filtering normalizes the values. 

Fig. 2.shows the 1D Gaussian distribution having standard deviation equal to 10 (from 10-100) and mean equal 

to 50. As we can see the plot is having the wider peak that means it will give the greater blurring of the image. 

 

 
Figure 2:Gaussian distribution having σ = 10 and  µ= 50 

 

 
Figure 3:radius_mean and radius_worst before filtering 

 

Fig. 3.shows the plot of radius_mean and radius_worst before filtering. The plot gives the relationship between 

the image and its two parameters. In this plots X-axis shows the row value (image no.) and Y-axis shows the 
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column values (the measure of parameters radius_mean and radius_worst of the corresponding image). Here 

“red o” denotes radius_worst and “blue *” denotes radius_mean.  

We are taking 266th image as an example for later comparison The value of radius_worst corresponding to 

266th image before filtering is 32.49 μm. and the value of radius_mean corresponding to 266th image before 

filtering is 20.73 μm. We can see the variations in the values of these two parameters in the plot. 

Fig. 4.gives the relationship between radius_worst and filtered radius_worst. In this plot X-axis shows the image 

no. and Y-axis shows the the measure of parameters radius_worst and filtered radius_worst of the corresponding 

image. 

 
Figure 4:radius_worst and filtered radius_worst 

 

Here “red o” denotes radius_worst before filtering and the solid blue line shows the values of filtered 

radius_worst. The value of radius_worst corresponding to 266th image before filtering is 32.49 μm. and the 

value of radius_worst corresponding to 266th image after filtering is 18.0129 μm. We can see the difference in 

both values. In the above plot the variation in the values of radius_worst (“red o”) are very high but after 

filtering we can see that the variation in the values of filtered radius_worst (solid blue line) are very low. 

 
Figure 5:radius_mean and filtered radius_mean 
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Fig. 5.shows the plot of radius_mean before and after filtering. In these plots X-axis shows the row 

value (image no.) and Y-axis shows the column values (the measure of parameters radius_mean and filtered 

radius_mean of the corresponding image). Here “red o” denotes radius_mean before filtering and the “blue *” 

shows the values of filtered radius_mean. The value of radius_mean corresponding to 266th image before 

filtering is 20.73 μm. The value of radius_mean corresponding to 266th image after filtering is 15.2599 μm. We 

can see the difference in both values. In the above plot the variation in the values of radius_mean (“red o”) are 

very high but after filtering we can see that the variation in the values of filtered radius_mean (blue “*”) are 

very low. 

Fig. 6.gives the relationship between the image and its parameter. In this plot X-axis shows the row 

value (image no.) and Y-axis shows the column values (the measure of parameters filtered radius_worst and 

filtered radius_mean of the corresponding image). Here “red o” denotes radius_worst after filtering and the 

“blue *” shows the values of radius_mean after filtering. Fig. 6.shows the plot of both parameters filtered 

radius_mean and filtered radius_worst. The value of filtered radius_mean and filtered radius_worst 

corresponding to 266th image is 15.2599 μm and 18.0129 μm respectively. We can compare the Fig. 3. and Fig. 

6. to see the difference in values after filtering. 

Table 1 shows the comparison of filtered and non-filtered values of 266th image. 

 

 
Figure 6:Filtered radius_worst and filtered radius_mean 

 

Table 1: Comparison of Parameters Before and After Filtering 

Parameters  Values (266
th

 image) in μm 

radius_mean 20.73 

Filtered radius_mean 15.2599 

radius_worst 32.49 

Filtered radius_worst 18.0129 

 

2.2 Classification of Filtered Dataset 
The SVMs are set of related supervised learning methods used for classification and regression [19]. 

They are member of a family of generalized linear classification [20]. The actual classification error is 

minimized and the geometric margin is maximized by SVM, because of this special property SVM known as 

maximum margin classifier [20]. It is dependent on the mechanism called as structural risk minimization 

(SRM). An input vector is mapped to a higher dimensional space using SVM, where a maximal separating 

hyperplane is formed. 

To separate the data, two hyperplanes are formed parallely at each side of the hyperplane. The 

hyperplane that enlarge the distance between the two parallel hyperplanes is called as separating hyperplane. A 

relation is defined between the ‘distance between parallel hyperplane’ and ‘generalization error’, that larger 

distance will give better generalization error of the classification. The data points are considered in the following 

form: 
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{(a1,b1),( a2,b2),( a3,b3)………( an,bn)} 

Where bn = 1 / -1, A class (denoted by a constant) from which an belongs, n= number of samples, an = p-

dimensional real vector. 

To guard against attributes with length variance the scaling is important. The training data can be viewed by 

separating the hyperplane, which takes:  

wa+s=0         (3) 

Where, s= scalar vector, w= p-dimensional vector. 

 

 
Figure 7: Scatter plot 

 

Fig. 7.Shows the scatter plot of model. This scatter plot is plotted between the parameters radius_mean 

and texture_mean. The X-axis denotes radius_mean and the Y-axis denotes texture_mean. Here the blue dot 

refers right prediction of benign cell, red dot shows right prediction of malignant cell. Blue Cross shows the 

wrong prediction which has true class as malignant and predicted class as benign. The Red Cross shows the 

wrong prediction which has true class as benign and predicted class as malignant. 

Confusion matrix is used to calculate classification accuracy of our classification model. It describes 

the performance of our classification model. Fig. 8.shows the confusion matrix between predicted class and true 

class. Here 352 benign cells are predicted correctly (TP). 203 malignant cells are predicted correctly (TN). 9 

malignant cells are predicted as benign and 5 benign cell is predicted as malignant. 

Classification accuracy = [(TN+TP)/(TN+TP+FN+FP)] × 100   (4) 

Error rate = [(FN+FP)/(TN+TP+FN+FP)] × 100                         (5) 

True positive rate (TPR) = TP/(TP+FN)                                (6) 

True negative rate (TNR) = TN/(TN+FP)                               (7) 

False positive rate (FPR) = FP/(TN+FP)                                (8) 

Using (4), we will calculate overall classification accuracy of our model and (5) is used to calculate error rate or 

misclassification rate. Putting TP = 352, TN = 203, FP = 9, FN = 5 we get following results: 

Classification accuracy = 97.5% 

Error rate = 2.46% 

True positive rate (TPR) ~ 1 

True negative rate (TNR) = 0.957 

False positive rate (FPR) = 0.042 
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Figure 8:Confusion Matrix 

 

Reverse Operating Characteristic curve is common way to visualize the performance of a “binary 

classifier”. We use the ROC curve which is used to evaluate the performance of a classifier, and produce a 

higher score for the same classifier in comparison to other suitable classifiers, that is the main objective of AUC 

(Area under the Curve). AUC is exactly the percentage of the blue box that is under the curve as shown in Fig. 

9. SVM classifier has an AUC of close to 1, which means classifier is perfect. 

 

 
Figure 9:ROC Curve 
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III. RESULT 
 After implementing the proposed method we got following results: 

 
Table 2:Results 

Filter Classifier % Accuracy 

Gaussian Filter Cubic SVM 97.50 

Medium Gaussian 

SVM 

96.80 

RF 76 

Naive Bayes 93.60 

KNN 95 

 

Table 3:Comparison with different approaches 

Filter  Classifier  %Accuracy  

DTG filter + LBP [2] RF 84 

LBP [3] 1NN 75.60 

RF 74 

SVM 74.20 

Gaussian filter Cubic SVM 97.50 

 

IV. CONCLUSION 
In the proposed method, the breast cancer stroma is classified in two classes benign and malignant cells 

using Gaussian filter combined with support vector machine. The classification accuracy of this method is 

97.5%. 

The proposed method can be applied to detect other types of cancer such as brain tumor. The future 

work includes the same detection for more multiple classes. 
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