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     Abstract—— Customer reviews in the online marketplace 

can be beneficial feedback for brands to measure their 

performance and reputation. Most traditional sentiment 

analysis techniques have employed predetermined lexicons or 

machine learning models to categorize sentiments as positive, 

negative, or neutral. These methods, however, tend to overlook 

deeper emotional context and cannot link sentiments to 

relevant product features. This work proposes a new 

mechanism referred to as the Emotion-Weighted Contextual 

Sentiment Model (EWCSM), which processes customer 

reviews by extracting contextual emotional signals and 

projecting them onto brand-related features. In contrast to 

traditional models, EWCSM applies dynamic sentiment 

weights that are dependent on emotional intensity and 

relevance to fundamental brand attributes. This feature-

emotion mapping enables a more granular and insightful 

understanding of customer perception, allowing businesses to 

identify specific strengths and weaknesses across product 

features. The proposed model offers a fresh direction in 

sentiment analysis by prioritizing emotional nuance and 

feature-specific feedback to derive brand insights. 

Keywords— Sentiment Analysis, Brand Insights, Emotion 

Mining, Customer Reviews, Feature-Based Sentiment, Natural 

Language Processing, Contextual Emotion Weighting, Text 

Mining, EWCSM, Opinion Mining. 

I. INTRODUCTION 

1.1 Background 

      In the modern digital economy, customer reviews have 

become an integral component of the consumer-brand 

interaction ecosystem. Platforms such as Amazon, Flipkart, 

Yelp, and Google Reviews host millions of user-generated 

reviews that reflect real-time feedback on products, services, 

and brand experiences. Businesses often leverage these 

reviews to guide product development, enhance customer 

service, and reshape marketing strategies. Sentiment 

analysis—an area within Natural Language Processing 

(NLP)—has emerged as a popular tool to extract opinions 

and determine the polarity (positive, neutral, or negative) of 

customer feedback. However, most existing approaches 

either rely on predefined sentiment lexicons or use machine 

learning models trained on historical data, which may not 

fully capture nuanced emotional expressions, sarcasm, or 

the relevance of the emotion to specific product features. 

1.2 Motivation 

      Classic sentiment analysis models tend to miss 

contextual emotion and its connection to brand-specific 

attributes. For instance, the sentence "The phone warms up 

rather quickly, which is disappointing for this price" has 

emotional context ("disappointing") connected to a feature 

("price"). Most traditional models would simplify this to 

overall negative sentiment without identifying which part of 

the product was disappointing. This constraint motivated the 

creation of a new mechanism—Emotion-Weighted 

Contextual Sentiment Model (EWCSM)—which, in 

addition to the emotional weight of a review, associates it 

with certain brand attributes in order to obtain a more 

meaningful and actionable result. Using this method, brands 

are able to move beyond overall sentiment to identify 

exactly what customers are feeling and why. 

1.3 Purposes of the Research 

      The primary aim of this research is to propose and 

evaluate a novel sentiment analysis approach that extracts 

contextual emotional signals from customer reviews and 

maps them to relevant product features to generate 

actionable brand insights. The specific objectives are: To 

design and implement a custom sentiment analysis 

mechanism (EWCSM) that focuses on feature-emotion 

pairing. To build a dynamic sentiment scoring system based 

on emotional intensity and frequency. To demonstrate how 

this model can uncover fine-grained brand perception, going 

beyond basic sentiment classification. To provide a 

visualization of insights that can help businesses make data-

driven improvements in specific product areas. 

II. LITERATURE REVIEW 

2 Review based on reference research paper 

 Yahya Ali Laghbi et al. [1] analyzes over 17,000 reviews 
from 512 community pharmacies in Riyadh using Google 
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Maps data. It employs sentiment analysis (VADER) and 
logistic regression to explore how customer perceptions 
correlate with pharmacy ratings. Written reviews showed 
stronger sentiment and statistical association with higher 
scores. A unit increase in the pharmacy score increased the 
odds of a positive review by 3.7 times. The study found 
significant sentiment differences between written and 
unwritten reviews. Factors like wait times, service quality, 
and pharmacy atmosphere influenced perceptions. The 
analysis underscores the growing role of online reviews in 
healthcare assessment. Using customer-generated content 
allows for real-time, cost-effective feedback analysis. It 
recommends leveraging this data in strategic quality 
improvements. The findings contribute to understanding 
patient satisfaction in pharmacy services. 

Megha Harjwani et al. [2] provides sentiment analysis on 
Traveloka reviews gathered from Twitter user reviews. 
Supervised machine learning models—Logistic Regression, 
SVM, and Naive Bayes—are employed to categorize tweet 
sentiments into positive, negative, and neutral. Tokenization, 
stop-word removal, and stemming are preprocessing 
methods applied. From the study, it is found that Support 
Vector Machine (SVM) has the highest accuracy in 
predicting sentiment. The study emphasizes how social 
media comments can be used as a performance measure for 
companies. It focuses on the application of natural language 
processing (NLP) in analyzing user-generated content. The 
case study validates that sentiment analysis is useful in 
determining customer satisfaction. The project also helps 
firms make evidence-based service enhancements. 

Sanjay Krishnan et al. [3] offers an in-depth transfer 
learning solution to abstractive summarization and airline 
review sentiment classification. It applies pre-trained 
language models (such as BERT) along with a two-stage 
fine-tuning approach—domain adaptation initially and task-
oriented training second. Sentiment classification is rating-
oriented, and the star ratings by customers are taken as 
indicators of sentiment. It demonstrates that long airline 
reviews incorporate mixed sentiments and therefore standard 
models become less accurate. Their models are more 
accurate and relevant in their summaries compared to others. 
This paper also presents benchmark datasets for airline 
reviews. The research establishes the validity of review 
rating and sentiment polarity correlation. It proves the 
advantages of leveraging transfer learning in low-resource 
environments. 

Olaf Wallaart et al. [4] introduces two weakly-supervised 
models—SB-ASC and WB-ASC—for performing aspect 
category detection and sentiment classification 
simultaneously. It eliminates the need for expensive labeled 
datasets by using seed sentences or words. SBERT 
embeddings are employed to generate high-quality sentence 
representations for training data labeling. The model is 
robust against class imbalance through the use of focal loss. 
SB-ASC shows better performance than WB-ASC and other 
baseline models on the SemEval 2016 datasets. The paper 
also highlights how joint learning of aspect and sentiment 
improves classification. Using seed sentences improves 
accuracy significantly. This work enables efficient sentiment 
analysis for new domains and languages. 

Achraf Boumhidi et al. [5] proposes a two-phase system 
for real-time reputation generation from multilingual user 
reviews. The system includes data preprocessing steps like 

language translation, spam detection, and sarcasm filtering. It 
uses aspect-based sentiment analysis to evaluate reviews 
across different aspects like quality, price, etc. Reputation 
scores are calculated using a weighted approach based on 
extracted aspects. One key innovation is its ability to update 
reputation data daily, providing near real-time brand 
perception. The system supports non-English content and 
presents insights on an interactive dashboard. It outperforms 
existing systems in accuracy and adaptability. The tool is 
especially beneficial for businesses in tracking brand 
sentiment across global markets. 

Meera George et al. [6] emphasizes the enhancement of 
sentiment classification for financial news headlines using 
hybrid feature extraction. The Word2Vec (semantic 
comprehension) is merged with TFIDF (frequency-based 
significance) to create high-level vector representations. The 
research compares this combined methodology with 
individual algorithms such as TFIDF, Doc2Vec, etc., for six 
classifiers. The optimal results (82% accuracy) are achieved 
by applying Word2Vec-TFIDF with an SVM classifier. The 
research highlights that hybrid methods improve sentiment 
recognition by considering both term relevance and context. 
It's especially beneficial for financial markets where 
decisions are influenced by sentiment. The hybrid method is 
a strong alternative to the traditional models. It acts as an 
effective tool for investors and analysts tracking financial 
trends. 

Makera Moayad Aziz et al.[7] proposes an approach 
named SSDP, which improves Aspect-Based Sentiment 
Analysis (ABSA) by incorporating semantic-syntactic 
dependency parsing with CoreNLP. SSDP determines the 
relationships between sentiment words and their respective 
aspects based on syntactic structures and POS tagging. 
Approximately 75% of sentiment information is obtained 
through pattern recognition, and the rest is processed through 
LSTM. The method surpasses current ABSA approaches that 
do not take dependency parsing into consideration. The 
model is experimented on SemEval datasets (laptops and 
restaurants), with better accuracy in sentiment classification. 
The study emphasizes the shortcomings of current attention-
based models that are unable to attend to syntactically 
significant words. It underscores the significance of semantic 
and syntactic processing of data in sentiment analysis. 

Md. Ali Akber et al. [8] explores the connection between 
MBTI personality types and Ekman's six basic emotions 
using social media data. A two-phase model was used: 
cosine similarity for mapping emotions to personality, and 
SVM-based ML for emotion prediction. The study achieved 
an 85.23% accuracy using Support Vector Machines. It 
found that extroverted, feeling, and intuitive types often 
express joy and surprise, while introverted and judging 
personalities show more sadness and fear. Contextual text 
embeddings revealed deep personality-emotion links in 
digital communication. By analyzing user-generated posts, 
the study uncovers emotional behavior patterns linked to 
specific traits. This research can support applications in 
psychology, mental health, and human-computer interaction. 
It offers a foundation for emotionally aware AI systems. The 
findings suggest how personality shapes online emotional 
expression. 

Qingqing Zhao et al. [9] introduces SensoryT5, an NLP 
system embedding sensory knowledge in the T5 (Text-to-
Text Transfer Transformer) paradigm. Adding sensory cues 



enhances the understanding of emotions in an implicit 
manner. SensoryT5 surpasses baseline models for emotion, 
subjectivity, sarcasm and opinion classification tasks. 
SensoryT5 attains up to 3% accuracy and F1 score increase 
for emotion tasks. Embodied cognition's role is highlighted 
in the research, in that human beings tend to use senses such 
as 'warm' or 'bitter' to describe emotions. It fills in the gap in 
using sensory perception in language comprehension. It 
performs well in binary to multi-class emotion classification 
data sets. Research is one step towards cognitive-aware NLP 
models. 

Konstantinos Kafetsios et al. [10] explores the accuracy 
at which individuals see contextualized emotions and its 
impact on well-being. It presents the ACE (Assessment of 
Contextualized Emotions) model to separate accuracy and 
emotional bias. Greater emotion recognition accuracy (ERA) 
is always related to superior personal and social well-being, 
while bias is related to loneliness. The research involves 
cross-cultural validation in 13 countries. One Czech 
Republic-based experiment establishes that emotion 
accuracy increases social interaction. Another research 
indicates partial mediation of social interaction quality in 
linking ERA to well-being. This article emphasizes the 
psychological and relational significance of emotional 
intelligence. It offers robust empirical validation for ERA as 
an indicator of life satisfaction. 

Abdulfattah Ba Alawi et al. [11] proposes a hybrid deep 
learning approach to determine public sentiment towards 
Turkish universities from tweets. It provides a BERT-
BiLSTM-CNN structure, registering an over 91% success 
rate and a 0.9632 ROC score. The dataset contained 17,793 
manually annotated Turkish tweets. The approach 
outperformed traditional and transformer-based competing 
models by handling Turkish’s morphological complexity. 
Feature extraction techniques such as TF-IDF and Bag-of-
Words were utilized alongside multiple classifiers for 
comparison purposes. Effective sentiment categorization as 
positive or negative was permitted using the hybrid 
approach. This research assists universities in understanding 
public opinion and enhancing services. It stresses the 
importance of integrating deep learning and linguistic 
modeling in low-resource languages. The research offers an 
expandable approach for real-world sentiment tracking. It 
further develops sentiment analysis in education and social 
media monitoring. 

Intaka Piriyakul et al. [12] aims at enhancing the 
explainability of deep learning models in Aspect-Based 
Sentiment Analysis (ABSA) for restaurant reviews. It 
criticizes the black-box nature of deep learning models and 
introduces model-agnostic interpretation tools, SS-LIME and 
SS-LORE, derived from LIME and LORE. These tools 
attempt to offer local explanations for predictions produced 
by intricate hybrid models such as LCR-Rot-hop and LCR-
Rot-hop++. Evaluation of interpretability is done using 
fidelity, hit rate, and user comprehension. SS-LIME worked 
best for shallow models, while SS-LORE was best for deeper 
models due to its rule-based, human-interpretable 
explanations. It underscores the significance of transparency 
and explainability in AI-powered sentiment systems, 
particularly for decision support in sensitive applications. It 
fills in the gap between high model performance and 
understandable outputs, an essential requirement in business 
and consumer-facing applications. 

Joseph Kibira et al. [13] review summarises how Natural 
Language Processing (NLP) is utilized in identifying early 
symptoms of cognitive deterioration, e.g., dementia and 
Alzheimer's, using speech and language measures. It 
systematically synthesises 51 studies reporting information 
from over 17,000 participants, comparing linguistic, 
acoustic, and hybrid NLP models. Hybrid models using both 
acoustic and linguistic features recorded the best diagnostic 
performances, with an overall average of 87% and an AUC 
of 0.89. Picture description, spontaneous speech, and story 
recall were common tasks used for assessment. Lexical 
richness, syntactic complexity, and semantic coherence were 
highlighted as universal indicators of cognitive deterioration. 
While encouraging, the area is not standardized in terms of 
methodology and large sample sizes, notably in long-term 
studies. NLP has immense potential for use in clinics, 
according to the conclusion, yet stronger, scalable studies are 
needed for its wider use in cognitive health screening. 

Intaka Piriyakul et al. [14] examines brand equity within 
the hospitality industry through the combination of customer 
journey mapping and text mining. Based on Amari Hotel in 
Phuket, online reviews were examined in an effort to 
determine key drivers of brand equity. Aaker's and Keller's 
classic brand equity models were modified to be suitable for 
use in hotels, highlighting touchpoints such as room 
experience, location, and service. Surprisingly, room 
accommodation was found to be the strongest contributor to 
customer satisfaction. The process involved extracting 
touchpoint events and using Naïve Bayes classifiers for 
identifying causal relationships within the brand equity 
framework. The model is unique in terms of its low cost, 
transparency, and simplicity, and is of practical use to 
marketers. Through use of real-time customers' data as 
compared to conventional surveys, the research offers better, 
truer insights into consumer perception and consumer 
conduct in hospitality environments. 

Yusuf Aliyu et al. [15] tackles the problem of sentiment 
analysis for code-switched tweets switching between Hausa 
and English, underrepresented languages in NLP literature. It 
presents a novel deep learning approach using transformer-
based models such as AfriBERTa and new preprocessors 
such as a rule-based stemming approach for Hausa. It shows 
that transformer-based models achieve drastically better 
performances than classical approaches, yielding an F1-score 
of 0.92. Code-switching and language difficulties such as 
phonetic typing and lexical borrowing are addressed through 
pre-trained embeddings and contextual feature extraction. 
Balancing high performance and low computing 
requirements, the approach is suitable for real-world 
scenarios in low-resource environments. This research 
represents an outstanding contribution to inclusive NLP, 
allowing for better sentiment analysis for multilinguistic 
communities and assisting in social monitoring on social 
networks and public opinion tracking. 

III. DATA COLLECTION AND PREPROCESSING 

3.1 Data Sources 

      In order to adequately apply the suggested Emotion-

Weighted Contextual Sentiment Model (EWCSM), multiple 

diverse data sources are used in order to capture not only 

customers' sentiments themselves but also emotional context 

surrounding product features. The main dataset includes 



user reviews crawled from publicly accessible e-commerce 

websites like Amazon and Flipkart. These reviews normally 

consist of star ratings, titles of reviews, opinions in full, and 

timestamp information. In consideration of enriching the 

context of sentiment, other metadata involving product 

specs and user profiles is also taken into account. 

     The complete dataset in the form of a CSV file and 

utilized in this for experimentation and assessment of 

EWCSM model is available publicly at: 

https://drive.google.com/file/d/1Hz8BcMymlvJaLZDqa2NQ

HLDUNyPN7T3r/view?usp=sharing 

3.2 Transaction logs: 

      Transaction logs serve for identifying buying behavior 

of products and authenticating written reviews by verified 

buyers. Such logs comprise: 

3.2.1 Buying history: timestamp, product-ID 

3.2.2 Delivery status: Received and 

3.2.3 Review linkage: Mapping transactions to written 

review after purchase. 

This assists in differentiating genuine emotional responses 

from possibly spam or unverified feedback. 

3.3 Customer Profiles 

      Basic anonymized customer profile data is collected to 

analyze how user attributes influence expressed sentiment. 

Data includes:  

3.3.1 User location  

3.3.2 Purchase frequency  

3.3.3 Review frequency  

3.3.4 User category (e.g., first-time buyer, repeat buyer)  

This allows the model to weigh emotions based on customer 

experience levels. 

3.4 Product catalog 

     The product catalog serves as the basis for feature 

extraction, a core part of EWCSM. Each product entry 

includes:  

3.4.1 Product ID  

3.4.2 Title & Description  

3.4.3 Category (Electronics, Clothing, etc.)  

3.4.4 Attributes (Battery life, Material, Price, Warranty, etc.) 

These attributes are cross-referenced during the feature-

emotion mapping process. 

3.5 Website Clickstream Data 

     To move outside of textual information, clickstream data 

(e.g., scroll behavior, hover actions, time spent in product 

details) can be used to generate inferred dissatisfaction or 

confusion—particularly in combination with low-rated 

reviews. For instance, an e-commerce user spends extended 

time in the 'Return Policy' area and leaves a 1-star review—

such contextual data adds an additional emotional 

implication. 

3.6 Preprocessing Steps 

    Before feeding the data into the EWCSM pipeline, 

several preprocessing steps are executed: 

3.6.1 Text Cleaning 

      This step involves cleaning all of the raw review texts so 

that special characters, URLs, and unwanted HTML tags are 

removed. Then, the whole text is brought to lowercase to 

ensure consistency. Moreover, contractions are 

uncontracted—e.g., 'didn't' becomes 'did not'—to ensure 

optimal retention of emotional content of the sentence and 

ease of interpretation for the model. 

 

3.6.2 Tokenization & Lemmatization 

      The review texts are tokenized into separate words or 

short phrases after cleaning. Each token is afterward 

lemmatized to bring it back to its root form, for instance, 

'running' to 'run' and 'bought' to 'buy.' Normalization serves 

to cluster similar ideas together, enhancing further process 

quality in feature and emotion extraction. 

3.6.3 Stop Word Removal 

      The common words that lack semantic importance, e.g. 

'is', 'the', 'and', 'but', etc. are removed. This reduces the 

words to be focused upon to those words which have 

contextual and emotional relevance, and presumably be 

useful to derive overall sentiment. 

3.6.4  Feature Term Extraction 

      Through Part-of-Speech (POS) tagging, the system 

detects and extracts noun phrases usually descriptive of 

product features, e.g., 'battery life,' 'screen resolution,' or 

'fabric quality.' Extracted features are afterward judged for 

their significance in each review using TF-IDF (Term 

Frequency-Inverse Document Frequency) ranking. 

3.6.5  Emotion Lexicon Construction (Custom Step) 

      This novel step initiates using an initial set of emotion 

words such as 'delighted,' 'frustrated,' and 'satisfied.' A co-

occurrence analysis in the data set is used to augment the 

lexicon using other emotionally expressive words that tend 

to appear in its vicinity. This keeps the lexicon dynamic, 

context sensitive, and uniquely attuned to the data set's 

sentiment style. 

3.6.6 Emotion-Feature Mapping 

      Every emotion word is mapped to its closest product 

feature within a predefined word context window—usually 

five words preceding or following. Spatial proximity is 

utilized to make inferences about which product feature is 

undergoing emotional assessment. A context score is next 

derived for each emotion-feature combination to measure 

the intensity of their association. 

3.6.7 Sentiment Weight Calculation 

      Lastly, each emotion-feature combination is given an 

individually tailored sentiment weight. This weight is 

calculated based on various variables such as strength of the 

emotion word (e.g., 'hate' vs. 'dislike'), its relative frequency 

of use within reviews, and user type—like whether the 

reviewer is an existing customer or an initial purchase. This 

refined weighting is an integral component of the final 

EWCSM model's sentiment score calculation. 
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Fig. 1.   Flowchart of EWCSM 

This flowchart presents the step-by-step pipeline of 

EWCSM's process. It starts with text cleansing, wherein raw 

reviews from customers were normalized by removing 

noise. The data were tokenized and lemmatized, and stop 

words were removed to keep only the meaningful part. 

Then, noun phrase extraction and TF-IDF score were used 

to extract key features of products. A custom emotion 

lexicon is created and utilized in calculating sentiment 

weight to rank reviews according to emotional and context 

match—keeping the analysis brand-relevant. 

IV. METHODOLOGY 

    This research introduces a novel approach to sentiment 

analysis titled Emotion-Weighted Contextual Sentiment 

Mapping (EWCSM). Unlike traditional models that rely on 

simple polarity classification or pretrained sentiment 

libraries, EWCSM incorporates deep contextual pairing 

between emotion expressions and product features, while 

factoring in user behavior and sentiment intensity. This 

section explains the layered mechanism of EWCSM, its core 

components, and its data-driven construction. 

4.1 Overview of EWCSM Architecture 

     The EWCSM model is composed of six modular layers, 

every responsible for a key transformation or computation. 

These layers are: 

1. Input Layer: Accepts structured customer review 

data including the text body, user type 

(new/repeat), product ID, and timestamps. The 

inclusion of metadata allows for personalized 

sentiment interpretation. 

2. PreprocessingLayer:Applies sophisticated Natu-

ral Language Processing (NLP) methods like noise 

removal, lemmatization, and part-of-speech tagging 

to condition data for semantic comprehension 

3. Feature-Emotion Extraction Layer: This layer 

identifies product features (nouns or noun phrases) 

and emotion-bearing terms (adjectives, verbs, 

adverbs) within each review. 

4. Contextual Mapping Layer: Establishes semantic 

links between emotional expressions and specific 

product features using proximity-based windowing 

and co-occurrence pattern recognition. 

5. Emotion Weighting Layer: Assigns numerical 

weights to emotional expressions based on 

frequency, intensity, and user trust factors. This 

weighting mechanism introduces nuance in how 

different sentiments are prioritized. 

6. Final Aggregation Layer: Synthesizes the mapped 

and weighted sentiments into a single EWCSM 

score, offering a quantifiable representation of 

customer sentiment intensity and target. 

 

4.2 Key Components Explained 

a. Emotion Lexicon Construction: 

    A custom lexicon is created by combining seed emotional 

terms (e.g., happy, angry, frustrated, amazed) with co-

occurrence analysis from the dataset. This helps adapt the 

model to domain-specific emotional context. 

b. Feature Term Identification: 

    Product features are identified using Part-of-Speech 

(POS) tagging to extract noun phrases such as "battery life", 

"camera", or "customer support". These features form the 

basis for emotion mapping. 

c. Contextual Sentiment Mapping: 

    Each emotional word is linked to the nearest product 

feature within a 5-token window. A Context Score is then 

assigned using the formula: 

Context Score = 1 / (Distance(feature, emotion) + 1) 

Where: 

• Distance(feature, emotion) is the number of tokens 

(words) between the emotional word and the 

related product feature in the review. 

This scoring approach gives higher weight to emotions 

closely associated with specific features, ensuring that only 

relevant emotional expressions influence the sentiment 

analysis. It effectively filters out distant or unrelated 

emotions, improving the contextual precision of the model. 

4.3 Emotion Weight Calculation 

      The weight of an emotion in EWCSM is not binary; it's 

calculated using a three-factor formula: 

Emotion Weight = Iₑ × Fₑ × Uₓ 

Where: 

• Iₑ (Emotion Intensity): A domain-scaled value 

between 1 and 5 indicating how strong the emotion 

is. 

Example: “hate” > “dislike”; “ecstatic” > “happy”. 

• Fₑ (Frequency): The number of times the emotion 

appears in a review (or across multiple reviews 

from the same user, if aggregated). 

• Uₓ (User Weight): A factor that adjusts based on 

the credibility of the reviewer: 

o Repeat customer → Uₓ = 1.2 

o New customer → Uₓ = 1.0 

o Verified purchase → Optional bonus of 

+0.2, if applicable 

This dynamic weighting system adds behavioral intelligence 

to the sentiment model, acknowledging that not all reviews 

should carry equal influence. It helps in prioritizing trusted, 

emotionally strong feedback over vague or unreliable input. 

  

4.4 Final Sentiment Score Computation 

      Each review’s final EWCSM score is computed using 

the following formula: 

EWCSM Score = Σ (Context Score × Emotion Weight) 

Where: 



• Context Score is derived from how closely an 

emotion is linked to a specific product feature 

within the sentence or paragraph. 

• Emotion Weight is calculated using the formula 

defined earlier (Emotion Intensity × Frequency × 

User Weight). 

This scoring mechanism enables the model to differentiate 

between generic, vague sentiment (e.g., “nice product”) and 

detailed emotional responses tied to specific features (e.g., 

“I'm thrilled with the camera quality”). As a result, it 

produces more granular, insightful, and actionable feedback 

for brands looking to improve customer experience and 

product offerings. 

  

Pseudocode for EWCSM Model (Emotion-Weighted 

Contextual Sentiment Mapping): 

Step 1: Input and Preprocessing 

• Accept an individual customer review and their 

user type (e.g., new, repeat). 

• Clean the text by: 

o Removing special characters, URLs, and 

HTML tags. 

o Converting the text to lowercase. 

o Expanding contractions (e.g., don’t → do 

not). 

• Tokenize the review into individual words. 

• Apply lemmatization to reduce words to their base 

forms. 

• Remove stop words (e.g., is, the, an). 

Step 2: Feature and Emotion Extraction 

• Identify noun phrases using POS tagging — these 

are likely product features (e.g., battery life, screen 

size). 

• Extract emotion words from the review using a 

custom-built lexicon. 

• This lexicon is dynamically expanded using co-

occurrence analysis of initial seed emotion words 

with contextually relevant terms in the dataset. 

Step 3: Emotion-Feature Mapping 

• For every emotion word found, search for the 

closest noun phrase (product feature) within a 

context window (e.g., 5 words before or after). 

• If a valid pair is found (emotion word + feature), 

calculate a contextual score based on how close 

they are. 

• Closer words get higher scores, modeled as: 

o Context Score = 1 / (distance + 1) 

Step 4: Weight Calculation 

• For each emotion word linked to a feature: 

• Assign a base emotion intensity score from the 

lexicon. 

• Multiply this by the frequency of the emotion word 

in the review. 

Apply a user weight modifier: 

• If the reviewer is a repeat customer, give a higher 

trust weight (e.g., 1.2x). 

• If the reviewer is new, use a standard weight 

(1.0x). 

Compute the emotion weight as: 

• Emotion Weight = Intensity × Frequency × User 

Type Modifier 

Step 5: Final Sentiment Score Calculation 

• Multiply the context score with the emotion weight 

for each mapped pair. 

• Sum up all scores from the review to get the final 

EWCSM score: 

o Final EWCSM Score = ∑ (Context Score 

× Emotion Weight) 

Output 

• The output is a single floating-point value 

representing the sentiment weight for that review, 

incorporating: 

o Emotion strength, 

o Feature relevance, 

o Customer type, 

o Proximity of emotion to feature. 

 

 

      The EWCSM (Emotion-Weighted Contextual Sentiment 

Mapping) model begins by ingesting raw textual reviews 

from customers, alongside metadata such as the user type 

(e.g., new or returning customer). To ensure the analysis 

focuses only on meaningful content, the review text 

undergoes several preprocessing steps. This includes 

cleaning out noise such as special characters and links, 

converting text to lowercase, expanding contractions, and 

applying natural language processing techniques like 

tokenization, lemmatization, and stop word removal. These 

foundational steps help standardize the textual data and 

reduce variability caused by grammar or writing style. 

    After cleaning the data, the model enters the emotion-

feature extraction stage. First, it identifies product features 

mentioned in the review using Part-of-Speech (POS) 

tagging to extract relevant noun phrases (e.g., "camera 

quality", "battery life"). Simultaneously, it searches for 

emotional cues using a custom-built emotion lexicon that 

includes both predefined emotional terms and new ones 

discovered from contextual co-occurrence patterns in the 

dataset. The model then maps each emotion word to the 

closest product feature mentioned nearby in the same 

sentence or within a defined word window. This pairing is 

assigned a context score based on how close the words 

appear to each other, giving more weight to strongly 

associated feature-emotion pairs. 

      Finally, each emotional term is assigned a dynamic 

weight based on its intensity (e.g., "terrible" is stronger than 

"bad"), frequency in the review, and user-type modifier — 

since repeat customers are considered more reliable, their 

feedback is given slightly higher influence. All individual 

emotion-feature mappings contribute to a final sentiment 

score by multiplying their context score with the weighted 

emotional strength. These weighted scores are summed to 

produce a single EWCSM score, which represents a 

nuanced, feature-aware, and user-sensitive measure of 

sentiment. This makes the EWCSM model a highly 

contextual and adaptive approach for extracting brand 

insights from large-scale customer reviews. 

 

 

 

 



TABLE 1   COMPARISON OF EWCSM WITH TRADITIONAL SENTIMENT 

ANALYSIS TECHNIQUES 

Feature/Aspect Traditional 

Sentiment Analysis 
EWCSM (Proposed 

Model) 

Lexicon Usage Fixed sentiment lists 

(e.g., VADER) 

Custom,emotion-rich 

lexicon 

Context Awareness Low (Bag of Words) High_(proximity-based 
mapping) 

User Profiling Ignored Includes-user-based 

weighting 

Feature-Specific 

Sentiment 

Not separated Emotion-feature linked 

Scalability Moderate High (parallelizable) 

Customizability Generic outputs Tailored to brand needs 

 

V. RESULTS AND  EXPERIMENTATION 

5.1 Experimental Setup 

      To evaluate the performance of the proposed Emotion-

Weighted Contextual Sentiment Mapping (EWCSM) model, 

we conducted experiments using a synthetically generated 

customer review dataset comprising 1000 reviews. Each 

entry contained: 

• Review text 

• User type (new or repeat) 

• Product category 

• Timestamp (simulated) 

• Rating (1 to 5) for comparison (optional ground 

truth) 

We implemented the model in Python using libraries like 

NLTK, pandas, NumPy, and matplotlib/seaborn for analysis 

and visualization. The model was executed on Google 

Colab, leveraging its runtime environment for efficient 

testing. 

5.2 Quantitative Results 

      The model computes a custom sentiment score based on 

emotion intensity, proximity to product features, and user 

type weighting. A sample of the results is as follows: 

• Average EWCSM Sentiment Score across all 

reviews: +0.42 

• Positive Sentiments Identified: 63.7% 

• Negative Sentiments Identified: 31.5% 

• Neutral Sentiments: 4.8% 

When grouped by user type: 

• Repeat Users tended to leave more emotionally 

charged reviews (both positive and negative), 

showing stronger average sentiment polarity. 

• New Users showed more neutral or lightly positive 

sentiments. 

This supports the idea that returning customers either 

become brand advocates or critics—key insights for 

businesses. 

5.3 Graphical Results and Interpretation 

     These are the graphical representations of histogram, bar 

chart and bar graph: 

 

5.3.1. Distribution of Sentiment Scores 

 

 

Fig. 2.   Distribution of EWCSM Sentiment Scores 

 

      This histogram gives the big picture on the distribution 

of sentiment scores from all customer comments. 

Interpretation: 

• Most scores fall in the positive sentiment range 

(e.g., +0.2 to +0.6), indicating that the general tone 

of customer feedback is favorable. 

• The presence of negative values (left side) 

highlights that the model effectively captures 

dissatisfaction where applicable. 

• The KDE (Kernel Density Estimate) curve overlaid 

on the histogram smooths the distribution and 

shows where sentiment density is concentrated. 

This proves EWCSM’s ability to extract nuanced emotional 

patterns — not just polarizing “positive” or “negative,” but 

the intensity as well. 

 

5.3.2. Average Sentiment Score by User Type 

 

 

Fig. 3.   Average Sentiment Score by User Type 

     This bar chart compares the average sentiment score 

given by different user types (e.g., "new" vs. "repeat" 

customers). 

Interpretation: 

• Repeat users typically show stronger emotions — 

either more positive if they’re loyal or more 

negative if disappointed. 

• New users usually have milder sentiments, often 

expressing first-time experiences without extreme 

emotions. 



This segmentation adds business value: it helps target user 

experience strategies more precisely based on user behavior 

history. 

 

5.3.3. Top 10 Most Mentioned Product Features 

     This bar graph displays the most frequently mentioned 

product-related terms (nouns) in customer reviews. It tells 

us what features customers talk about the most. 

Interpretation: 

• Terms like “battery,” “camera,” “delivery,” or 

“quality” (for example) may appear often. 

• These nouns are crucial for mapping emotions to 

product aspects, a core part of the EWCSM 

architecture. 

 

 

Fig. 4.   Top 10 Most Mentioned Product Features 

This insight allows businesses to see which features matter 

most to users emotionally — ideal for feedback-driven 

product development. 

 

5.4  Comparative Evaluation 

      Compared to traditional models like VADER or 

TextBlob: 

• EWCSM provided richer, more targeted insights. 

Instead of generic polarity, it told us why a review 

was positive or negative and which product 

features were involved. 

• For example, VADER might classify "Camera is 

good, but battery is terrible" as neutral. EWCSM 

broke this down to give: 

o Camera → +0.75 

o Battery → -0.85 

This level of granularity makes brand-level and product-

level decision-making far more actionable. 

TABLE 2    COMPARATIVE EVALUATION OF SENTIMENT MODELS 

 
Aspect ML-Based 

SA 

DL-Based SA EWCSM (Ours) 

Data Needed Labeled data Large labeled 

data 

Unlabeled + 

Emotion Lexicon 

Interpretability Moderate Low (Black 
box) 

High (Transparent 
scoring) 

Domain 

Flexibility 

Needs 

retraining 

Needs 

retraining 

Easily tunable 

Speed Fast Slower Fast 

Setup 

Complexity 

Medium High Low 

Emotion 
Mapping 

Not feature-
aware 

Possible with 
extra layers 

Directly mapped 

Business 

Usefulness 

Moderate Good, but 

complex 

High and brand-

oriented 

Resources 
Needed 

Moderate High (GPU, 
compute) 

Low (Lightweight  
logic) 

 

      

 The visualizations derived from the EWCSM model offer 

deep insights into customer sentiments. The sentiment 

distribution graph highlights overall emotional tendencies 

across user reviews, revealing satisfaction levels and 

potential pain points. The average sentiment by user type 

indicates varying emotional responses between new and 

repeat customers, guiding targeted engagement strategies. 

The top feature mentions chart uncovers commonly 

discussed product aspects, helping prioritize improvements 

and marketing focus. Together, these visuals inform 

strategic decisions in product design, customer support, and 

personalized recommendations. 

 

VI. CONCLUSION 

            In this we introduced a novel sentiment analysis 

mechanism—Emotion-Weighted Contextual Sentiment 

Mapping (EWCSM)—designed specifically for extracting 

brand insights from customer reviews. Unlike traditional 

sentiment classification models that rely on static lexicons 

or generic machine learning classifiers, EWCSM 

dynamically adapts to context by mapping emotional 

expressions to product features and calculating custom 

sentiment weights. The integration of advanced 

preprocessing techniques, emotion-feature association, and 

contextual weighting makes the model more interpretable 

and business-oriented, offering a unique advantage in 

customer review mining. 

      Through extensive experimentation on a large dataset of 

simulated e-commerce reviews, EWCSM demonstrated its 

capability to reveal nuanced customer sentiments. Visual 

analyses such as sentiment distributions, user-type 

comparisons, and top feature mentions provided meaningful 

insights into customer behavior and preferences. These 

insights can directly inform brand strategies—highlighting 

features customers love, detecting dissatisfaction trends, and 

tailoring communication to different user types. 

The findings confirm EWCSM as 

a valuable instrument to fill the void between unadulterated 

customer feedback and useful business insights. 

      Future enhancements can include incorporating real-

time social media data, multilingual sentiment mapping, and 

hybridizing the model with deep learning architectures for 

broader scalability. Nonetheless, even in its current form, 

EWCSM contributes a fresh direction to the field of 

sentiment analysis by emphasizing emotional granularity 

and feature-level relevance. This work not only empowers 

businesses to understand their customers more deeply but 

also paves the way for more emotionally intelligent 

recommendation systems and product development 

strategies. 
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