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Abstract:

The research explores the legal and ethical dimensions of Lethal Autonomous Weapons
Systems (LAWS) in the context of International Humanitarian Law (IHL) and human
rights. It delves into the obligations outlined in Article 36 of Additional Protocol I to the
Geneva Conventions regarding the review of autonomous weapon systems. The study
considers the implications of autonomous weapons on human dignity, accountability,
and the moral implications of delegating lethal decision-making to machines.
Additionally, it discusses the need for a legally binding international regulatory
framework emphasizing human control over autonomous weaponry and the importance
of human rights in their design and manufacture.
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1.1 Background

The Geneva Conventions, along with their Additional Protocols, provide the
fundamental principles of international humanitarian law, defining the legal norms for
humane behaviour during armed conflicts. Article 36 of Additional Protocol I (1977) is a
distinctive provision that requires governments to do a comprehensive legal assessment
of each novel weapon, means, or tactic of combat to determine its compliance with
international law, including international humanitarian law. The emergence of lethal
autonomous weapons (LAWS)—weapons with the ability to identify, select, and attack
targets without human involvement—has brought Article 36 into focus, questioning
conventional ideas about combat and responsibility. The emergence of LAWS has
sparked significant ethical, legal, and security apprehensions, underscoring the
possibility for these systems to function outside the limits of current legal structures and
ethical standards. The swift progress in military technology requires a thorough
evaluation of the effectiveness of Article 36 reviews in dealing with the complex
difficulties presented by autonomous weapons systems.

1.2 Overview

This research paper provides a thorough analysis of the consequences of Article 36 of
Additional Protocol I in the context of autonomous warfare. It specifically focuses on the
legal, ethical, and practical difficulties that arise from LAWS. The text examines the
historical development of international humanitarian law regarding the advancement
and utilization of autonomous weapons. It delves into the legal basis of Article 36 and its
function in fostering responsibility and caution in the use of novel military technologies.



The analysis encompasses a thorough assessment of the existing global legal structure,
examining its ability to effectively handle the intricate challenges presented by LAWS.
This includes examining issues related to differentiation, proportionality, and human
supervision. This article examines the practices of states, international discussions, and
the perspectives of important actors within the United Nations and civil society. It
analyzes the controversial arguments surrounding autonomous weapons and the
several methods for regulating them.

1.3 Importance

The introduction of LAWS signifies a fundamental change in military technology, which
has significant consequences for worldwide security, strategic balance, and the ethics of
conflict. This research highlights the crucial significance of modifying international
humanitarian law to tackle the difficulties presented by autonomous weaponry. It
highlights the need to close the divide between the fast-paced advancements in
technology and the slower progress in establishing legal and ethical standards. The
report highlights the immediate necessity for strong, clear, and globally standardized
frameworks to assess and control LAWS, with a specific focus on the legal review
procedure required under Article 36. This work is significant not just because it
contributes to scholarly discussions but also because it can shape policy-making. It can
help guide the international community toward adopting autonomous military
technologies responsibly and ethically.

1.4 Objectives

● Elucidate the legal standards and procedures associated with Article 36
reviews, specifically about the intricate characteristics of LAWS.

● Assess the ability of current international humanitarian law to address the
new issues presented by autonomous weapons by identifying any
deficiencies or uncertainties in the law.

● Examine international approaches and perspectives on lethal autonomous
weapons systems (LAWS), particularly how well countries adhere to their
responsibilities under Article 36 and the differences in national procedures for
evaluating these systems.

● Examine the ethical aspects of autonomous weaponry, with a specific
emphasis on the moral consequences of eliminating human judgment from
the decision-making process in battle.

● Assist in making sure that the development and use of LAWS (lethal
autonomous weapons systems) are in line with moral and international law by
suggesting useful ways to improve the effectiveness of Article 36 legal
reviews.



1.5 Aims

● The paper seeks to enhance the ongoing discussion on LAWS by offering a
comprehensive legal analysis of Article 36 and its relevance within the
framework of autonomous weapons systems.

● Providing a thorough analysis of the global panorama, encompassing
contrasting perspectives on the ethical and legal frameworks governing
LAWS.

● Emphasizing the moral issues and compassionate concerns linked to the use
of autonomous weapons and advocating for the utmost importance of human
dignity in conflict.

● Acting as a repository of knowledge for policymakers, legal practitioners, and
scholars, enabling well-informed decision-making about the governance of
LAWS.

1.6 Goals

● The primary objectives of this research are to enhance comprehension of the
intricate legal, ethical, and policy concerns brought about by LAWS.

● Promote a proactive stance towards international regulation, highlighting the
importance of modernized legal structures and uniform worldwide
benchmarks.

● Facilitate productive global discussions and collaboration to establish
agreement on the fundamental principles that govern the creation and
utilization of LAWS.

● Ultimately, the goal is to support the development of a well-rounded strategy
that maximizes the advantages of autonomous weapons technology while
minimizing their potential dangers and ensuring adherence to international
humanitarian law.

1.7 Significance

An analysis of Article 36 of Additional Protocol I about Lethal Autonomous Weapons
Systems (LAWS) holds great importance, going beyond mere academic or theoretical
considerations. It signifies a crucial juncture when technology, legal, and ethical aspects
of conflict converge. As countries worldwide expedite their progress and possible
implementation of LAWS (Lethal Autonomous Weapons Systems), the global
community finds itself at a crucial turning point.1 It is crucial to build a thorough and
globally accepted legal and ethical framework for these systems. This research aims to
stimulate a worldwide discussion on this urgent matter, urging policymakers, military
strategists, legal experts, and technologists to address the significant consequences of



autonomous weaponry on future conflicts and international relations.2

This investigation is not simply a scholarly endeavour but a vital measure for protecting
humanitarian standards during a time of swift technological advancement. By looking at
the legal duties spelt out in Article 36 and how well current frameworks deal with the
problems brought up by LAWS, this article hopes to help create strong rules and laws
that ensure the moral use of autonomous weapons. Therefore, it aims to shape the
evolution of global legal principles in a manner that considers the practicalities of
contemporary armed conflicts while also maintaining the respect and importance of
human life. This research has the potential to influence the regulation of warfare
technology, ensuring that improvements in military capabilities align with our shared
ethical and legal progress.3

2.1 Methodology Utilized

This study utilizes a qualitative research design, specifically focused on a
comprehensive review of documents, to investigate the consequences of Article 36 of
Additional Protocol I on Lethal Autonomous Weapons Systems (LAWS). Primary
sources encompass international law documents, official comments from state parties,
and reports from international organizations such as the United Nations and the
International Committee of the Red Cross (ICRC). Secondary sources consist of
scholarly publications and studies that offer critical viewpoints on the legal and ethical
aspects related to LAWS. This methodology enables a thorough comprehension of the
changing legal standards, ethical discussions, and government actions concerning the
creation and use of autonomous weapons systems. It ensures a full analysis of the topic
using a multi-disciplinary approach.4

2.2 Problem Statement

The rise of lethal autonomous weapons systems (LAWS) poses a significant dilemma
for the existing principles of international humanitarian law (IHL), particularly regarding
the implementation and understanding of Article 36 of Additional Protocol I. The
independent characteristics of these weapons give rise to significant concerns regarding
adherence to the norms of differentiation, proportionality, and precautions in assault,
which are fundamental to International Humanitarian Law (IHL). Furthermore, the lack of
consensus on the definition of LAWS and the ambiguity surrounding their legal status
exacerbate the challenge of ensuring the creation and application of these technologies
by international law.5 The fast pace of technological advancements surpassing the legal
and ethical frameworks designed to govern them exacerbates the issue. This creates an
urgent requirement for the international community to tackle the absence of legal



regulations and the ethical challenges presented by the use of autonomous weapons in
armed conflicts.6

2.3 Theoretical Framework

This study is based on the theoretical foundations of international humanitarian law
(IHL), which seeks to minimize the impact of armed conflict for humanitarian purposes.
IHL achieves this by governing the behaviour of parties involved in the conflict and
safeguarding individuals who are not actively participating in the conflict or have ceased
to do so. The main focus of the study is on Article 36 of Additional Protocol I, which says
that new weapons, means of combat, and techniques must be checked to see if they
are in line with International Humanitarian Law (IHL).7 The theoretical framework
incorporates ethical theories, namely Just War Theory, to investigate the moral
consequences of assigning crucial battle choices to computers. The combination of
legal standards and ethical concerns allows for a thorough examination of the difficulties
and opportunities posed by LAWs. This approach helps determine whether new
technologies can align with the humanitarian goals and limitations of International
Humanitarian Law (IHL).8

2.4 Conceptual Framework

The study's conceptual framework revolves around the interaction between technical
innovation, legal regulation, and ethical responsibility within the setting of LAWS. This
statement suggests that the creation and use of autonomous weapons systems
question conventional ideas about warfare, responsibility, and the safeguarding of
human dignity. The main ideas and connections that the study is based on are laid out
in this framework.9 It includes what LAWS are and how they work, the legal duties of
Article 36 reviews, the moral duties of war, and how LAWS might affect the principles of
distinction and proportionality. The conceptual framework aims to examine how current
international legal and ethical standards can address the introduction of autonomous
weapons. The framework aims to ascertain whether any necessary adjustments or
advancements are required to regulate these technologies in a manner that upholds
fundamental human values and the principles of the rule of law.10

2.5 Legal Framework

A comprehensive comprehension of international humanitarian law (IHL) is required to
thoroughly examine the legality of lethal autonomous weapons systems (LAWS) by
Article 36 of Additional Protocol I to the Geneva Conventions. This article requires
governments to assess new weapons to guarantee their compatibility with International



Humanitarian Law (IHL), with particular emphasis on the principles of distinction,
proportionality, and precaution.11 The Convention on Certain Conventional Weapons
(CCW) and its protocols aim to provide further clarification by restricting the use of
weapons that are considered overly harmful or have indiscriminate consequences.
Notwithstanding these frameworks, the distinctive attributes of LAWS, including their
capacity to choose and attack targets without human involvement, pose a threat to
current legal standards. The International Committee of the Red Cross (ICRC) has
emphasized the necessity of clear guidelines for the treatment of autonomy in weapon
systems under International Humanitarian Law (IHL).12 They have stressed the
significance of maintaining human control over crucial functions. Nonetheless, a 2018
report from the Group of Governmental Experts on Emerging Technologies in the Area
of LAWS under the CCW has revealed that different states hold differing opinions on the
need for and structure of regulation, which reflects the intricate and changing nature of
this legal environment.13

2.6 Literature Review

The academic literature on lethal autonomous weapons systems (LAWS) and their
relationship with international humanitarian law (IHL) is wide and complex. Earlier
studies, like Arkin's (2009), suggested that LAWS (Lethal Autonomous Weapons
Systems) could demonstrate superior ethical behaviour compared to human soldiers.14

Researchers attribute this to their capacity to reduce the uncertainties and emotional
influences that frequently contribute to the occurrence of war crimes. On the other hand,
researchers like Sharkey (2010) have raised concerns about whether LAWS (lethal
autonomous weapons systems) will be able to follow the rules of telling the difference
between targets and using the right amount of force. This is because artificial
intelligence (AI) is still not good at accurately identifying combatants and deciding when
an attack is necessary for military reasons.15

Current scholarly discussions have become more intense over the ethical ramifications
and legal obstacles presented by LAWS. Scharre (2018) looks at the moral problems
that come up with human control and moral responsibility in self-driving cars. Geiß and
Lahmann (2020), on the other hand, look at how hard it is to put Article 36 reviews for
LAWS into practice, focusing on how different countries don't have the same rules and
aren't open to them. Furthermore, Horowitz and Scharre's (2015) research on state
practices reveals a significant difference in how countries comprehend and carry out
their Article 36 responsibilities. While certain states engage in thorough legal
assessments of new weapons systems, others provide limited information about their
evaluation procedures.16



As highlighted by (Asaro, 2012), there is a challenge in testing and verifying the
compliance of autonomous weapon systems with International Humanitarian Law (IHL)
requirements, particularly in complex operational environments. Maqbool (2023) delves
into how autonomous weapons align with treaty law, focusing on the Geneva
Conventions and the Convention on Certain Conventional Weapons, emphasizing the
significance of Article 36 of Additional Protocol I in this context.17 Tsybulenko &
Kajander (2022) stress the obligation imposed by Article 36 for states to review new
weapons, shedding light on the regulatory aspect of autonomous weapons systems.

Moreover, the ethical dimension is a crucial focus in the literature, with references such
as Sparrow (2007) and Kahn (2022) emphasizing the importance of human dignity in
the debate on LAWS. The ethical implications of deploying autonomous weapon
systems are further explored by Nass (2022) from a Christian ethical perspective,
adding a nuanced dimension to the discussion. Additionally, the need for respecting
human dignity and the ethical concerns surrounding the use of autonomous weapons
systems are underscored by Horowitz (2016) and (Dean, 2022).18

Furthermore, the evolving nature of warfare and the implications of autonomous
systems are discussed by (Popa, 2022), highlighting the shift towards fully autonomous
weapons systems. The legal and ethical frameworks surrounding autonomous weapon
systems are examined by (Anderson & Waxman, 2013), emphasizing the challenges in
implementing a ban and proposing ways to ensure compliance with the laws of war.19

As per the international regulatory endeavours, particularly the deliberations inside the
Convention on Certain Conventional Weapons (CCW) the disparity in state stances
regarding the need and structure of a regulatory framework for LAWS is apparent.
Reports from the International Committee of the Red Cross (ICRC) and other United
Nations meetings highlight the ongoing discussion between supporters of a proactive
prohibition and those promoting a regulatory strategy that guarantees adherence to
International Humanitarian Law (IHL) while allowing for technological progress.20

2.7 Research Questions

This study aims to explore the intricate legal and ethical aspects of lethal autonomous
weapons systems (LAWS) by addressing a series of focused research inquiries:

1. How do the current international legal structures, specifically Article 36 of
Additional Protocol I, pertain to the advancement and implementation of LAWS,
and what deficiencies are present in these structures?



2. How can LAWS abide by the international humanitarian law (IHL) principles of
distinction, proportionality, and precaution in assault?

3. What are the variations in state procedures regarding Article 36 reviews of
LAWS, and what does this reveal about the international community's position on
the lawful and ethical utilization of autonomous weapons?

4. What are the implications of LAWS for accountability and moral responsibility in
armed conflict, and how can a balance be achieved between advancing military
technology and ensuring ethical conduct in warfare?

2.8 Hypothesis

This study's premise suggests that the existing international legal and ethical
frameworks are insufficient for effectively dealing with the difficulties presented by lethal
autonomous weapons systems (LAWS). This deficiency arises from the current
framework's emphasis on combat centred around humans, failing to include the
autonomy and decision-making powers inherent in LAWS.21 Without substantial legal
advancements and global agreement on regulation, LAWS have the potential to
undermine the fundamental principles of international humanitarian law (IHL),
specifically in terms of accountability, distinction, and proportionality. The paper
proposes that a sophisticated strategy, that incorporates technology protections,
legislative reforms, and international cooperation, is necessary to guarantee that the
advancement and utilization of LAWS are guided by humanitarian standards and the
rule of law.22

2.9 Limitations

There are some important restrictions on the study of lethal autonomous weapons
systems (LAWS) in Article 36 of Additional Protocol I that may limit the scope and
thoroughness of the investigation. The swift progress of technology in areas related to
LAWS, such as artificial intelligence, machine learning, and robotics, creates a
constantly changing subject for legal and ethical examination. The dynamic nature of
LAWS poses challenges in applying existing legal frameworks and ethical
considerations to future versions of LAWS, which may make some judgments irrelevant
as technology advances.23

Furthermore, state practices involving the formulation and deployment of LAWS and
their compliance with Article 36 reviews are characterized by a lack of transparency.
Several states are hesitant to reveal comprehensive details regarding their weapons
evaluation procedures or the precise capabilities of their autonomous systems due to
national security considerations. The lack of transparency restricts the data available for



analysis, thereby complicating the assessment of the practical implementation of
international humanitarian law principles.24

Moreover, the lack of a globally accepted definition of LAWS adds complexity to the
legal analysis. Differences in how nations and researchers define autonomy in weapon
systems might result in conflicting understandings of legal responsibilities, making it
difficult to build a unified regulatory structure.25

Ultimately, the study must confront the task of effectively dealing with the ethical aspects
of LAWS. Ethical considerations frequently encompass subjective assessments and
ideals that are challenging to quantify or universally implement, introducing an additional
level of intricacy to the research. The presence of these constraints emphasizes the
necessity of continuous discussion and flexible methods in the legal and ethical analysis
of LAWS.26

3.1 Facts

The emergence of lethal autonomous weapons systems (LAWS) signifies a significant
and transformative change in the realm of military technology and conflict. Lethal
Autonomous Weapons Systems (LAWS), which are capable of identifying, selecting,
and engaging targets without human interaction, are at the cutting edge of artificial
intelligence (AI) and robotics in armed conflict. Advancements in machine learning,
sensor technology, and processing power are driving their growth, offering the potential
for improved efficiency and accuracy in military operations. Nevertheless, the
incorporation of autonomy in weapon systems gives rise to significant legal, ethical, and
security apprehensions.27

According to Article 36 of Additional Protocol I to the Geneva Conventions, it is required
for parties involved in a conflict to conduct a legal examination of new weapons, means,
or tactics of combat to ensure that they adhere to international law, specifically
international humanitarian law (IHL). This clause is crucial for evaluating the legality of
LAWS, considering the special challenges they present to traditional norms and
principles of International Humanitarian Law (IHL), including the principles of
differentiation, proportionality, and precaution.28

According to recent talks in international venues, such as the United Nations
Convention on Certain Conventional Weapons (CCW), there is currently no worldwide
agreement on the definition, regulation, or prohibition of LAWS. The ethical ramifications
of granting robots the authority to make life-or-death choices and the risk of an arms
race in autonomous weapon systems remain subjects of ongoing debate. Moreover, the



technology that forms the basis of LAWS is advancing quickly, surpassing the global
community's attempts to create a thorough legal and regulatory structure.29

The International Committee of the Red Cross (ICRC) and many non-governmental
organizations (NGOs) have advocated for strict regulations or complete prohibitions on
the advancement and utilization of lethal autonomous weapons systems (LAWS). They
argue that such measures are necessary due to the dangers of dehumanizing warfare
and the possible incapability of autonomous systems to comply with the intricate
principles of international humanitarian law (IHL). Meanwhile, certain states support a
cautious approach that considers both humanitarian considerations and national
security needs, as well as the possible advantages of autonomy in improving
compliance with International Humanitarian Law (IHL) by minimizing human mistakes.30

Fig: Opinion of Autonomous Weapons

3.2 Issues

The discussion over Lethal Autonomous Weapons Systems (LAWS) connects with
various crucial matters central to modern combat, international law, and ethics. An
essential concern revolves around the legal understanding and relevance of Article 36
of Additional Protocol I about LAWS. This encompasses inquiries into the sufficiency of
current legal evaluation procedures in dealing with the intricacies brought about by
autonomous weapon systems and the possible necessity for explicit advice or
modifications to international law.31



Another important matter concerns the fundamental principles of distinction and
proportionality, which are essential to International Humanitarian Law (IHL). The ability
of LAWS (Lethal Autonomous Weapons Systems) to effectively differentiate between
individuals engaged in fighting and those who are not, as well as evaluate the
appropriateness of an attack in rapidly changing and intricate situations, continues to be
a subject of disagreement. Detractors contend that the existing AI technology is
incapable of reproducing the intricate assessments necessitated by these principles,
hence giving rise to apprehensions over innocent fatalities and illicit acts of warfare.32

The possibility of competition in the development and deployment of autonomous
weapons also poses a strategic concern, with ramifications for worldwide security and
stability. The proliferation of LAWS by certain governments may compel others to
emulate them, intensifying military rivalry and potentially reducing the threshold for
armed confrontation. This phenomenon raises questions about the governance of
LAWS, the risk of its widespread adoption, and the potential for non-state entities to
acquire these systems or use them in ways that breach international law.33

Another crucial issue is the ethical implications, including the moral appropriateness of
entrusting machines with life-and-death choices. These issues provoke inquiries on the
inherent worth of human beings, the significance of human decision-making in battle,
and the moral obligation of the activities carried out by autonomous systems.

Fig: Chemical and Biochemical Weapons

3.3 Challenges

The challenges related to Lethal Autonomous Weapons Systems (LAWS) and Article 36
evaluations are numerous and intricate. An eminent obstacle lies in the technological
uncertainty and swift advancement rate of autonomous systems. This process of



evolution adds complexity to the task of establishing permanent legal and ethical norms,
necessitating flexible and proactive regulatory strategies.34

Ensuring the clear and responsible use of LAWS presents an additional substantial
obstacle. The lack of transparency in AI decision-making, along with the possibility of
limited human supervision, makes it difficult to assign blame for illegal activities or
mistakes committed by autonomous systems. The absence of clarity undermines the
fundamental concepts of accountability and justice that are essential to international
humanitarian law (IHL) and international human rights legislation.35

Moreover, the effort to attain global agreement on the definition, regulation, and possible
prohibition of LAWS is still a challenging endeavour. The varying perspectives among
states on the advantages and drawbacks of autonomy in weapon systems are indicative
of wider discussions on the future of warfare and the impact of technology on
adherence to international humanitarian law (IHL).

The task of incorporating ethical issues into the design and implementation of LAWS is
of utmost importance. To ensure that autonomous systems adhere to ethical standards,
it is necessary to possess both superior technology and a thorough comprehension of
the moral aspects of conflict. This involves continuous communication and discussion
among engineers, military strategists, and legal experts.36

Fig:Support for the development of autonomous weapons across experimental
conditions



3.4 Laws

3.4.1 Article 36 of Additional Protocol I

Mandates that governments conduct a legal assessment to determine if new weapons,
means, or methods of warfare adhere to international law, including international
humanitarian law (IHL).37

3.4.2 The Geneva Conventions and Additional Protocols

Establish the fundamental principles of International Humanitarian Law (IHL). These
concepts include the duty to differentiate between combatants and non-combatants and
the need to minimize unnecessary suffering. These principles are essential for
assessing the legality and ethical implications of lethal autonomous weapon systems
(LAWS).

3.4.3 The Convention on Certain Conventional Weapons (CCW)

Serves as a platform for discussing the development of new military technologies, such
as LAWS. The venue has been used for several gatherings of the Group of
Governmental Experts (GGE) on LAWS to examine regulatory frameworks.38

3.4.4 The UN Guiding Principles on Business and Human Rights

Focus on the obligation of states and businesses to prevent and address human rights
violations in their activities, including the creation and use of military technologies,
although they do not specifically pertain to laws.

3.4.5 National Legislation

Certain nations have initiated the formulation of national policies and laws that deal with
the advancement and utilization of LAWS. These efforts mostly concentrate on
establishing ethical principles, methods for holding individuals accountable, and
adherence to International Humanitarian Law (IHL). An example of this is the issuance
of Department of Defense Directive 3000.09 by the United States, which sets forth
standards for the creation and utilization of autonomous and semi-autonomous weapon
systems.39

3.4.6 The International Committee of the Red Cross Recommendations (ICRC)



It has proposed specific suggestions about LAWS (Lethal Autonomous Weapons
Systems). These recommendations emphasize the importance of establishing
well-defined international legal norms for LAWS, with a focus on ensuring human control
over the use of force and strict adherence to the principles of International Humanitarian
Law (IHL).40

3.4.7 Proposed International Ban

The Campaign to Stop Killer Robots, consisting of multiple non-governmental
organizations, is pushing for an international treaty that would proactively forbid the
creation, manufacturing, and deployment of fully autonomous military systems.41

Fig: Opposition to fully autonomous weapons

3.4.8 European Parliament Resolution

In 2018, the European Parliament adopted a resolution urging for a global prohibition on
weapons systems that do not possess significant human control in the crucial processes
of target selection and engagement.42

3.4.9 Guidelines for Ethical AI and Robotics

Although there is no legal enforceability, some international organizations and
professional groups have established ethical frameworks for AI and robotics that may
be relevant to LAWS. These frameworks prioritize ideals such as transparency,



responsibility, and the preservation of human dignity.43

Fig: Error bars infographic

3.5 Case Studies

3.5.1 United States: X-47B Unmanned Combat Air System (UCAS)

The United States is developing the X-47B Unmanned Combat Air System (UCAS). The
X-47B is a significant advancement in military aviation, as it can do autonomous takeoff,
landing, and in-flight refuelling. The deployment of autonomous systems capable of
lethal action has ignited debates over the legal and ethical consequences, particularly
about adherence to the norms of International Humanitarian Law (IHL).44

3.5.2 South Korea: SGR-A1 Sentry Robot

South Korea developed the SGR-A1 Sentry Robot. The SGR-A1 is stationed in the
Korean Demilitarized Zone (DMZ) and can independently detect and attack targets. It
prompts inquiries on the principles of distinction and proportionality, particularly in a
domain where citizens may unintentionally cross borders.45

3.5.3 Israel: Harpy Drone



Specifically designed to independently detect, attack, and destroy radar emitters, the
Harpy Drone is an autonomous weapon system. The Harpy Drone raises the issue of
investigating the difficulties in guaranteeing that autonomous systems can adhere to the
principles of distinction and proportionality on intricate battlefields.46

3.5.4 UK: Taranis Drone

The Taranis drone, developed in the UK, is the subject of discussion. The Taranis drone,
named after the Celtic god of thunder, serves as a demonstration platform to showcase
its autonomous capabilities in recognizing and attacking targets without the need for
human interaction. The development of LAWS has sparked discussions in the UK and
around the world about the ethical and legal frameworks that are required for their
use.47

3.5.5 Russia: Uran-9 Combat Robot

Russia has developed a combat robot called Uran-9. Russia has tested the Uran-9
robot in Syria, equipping it with autonomous capabilities specifically designed for
combat missions. The deployment provides valuable information regarding the
pragmatic difficulties and operational constraints of LAWS, encompassing aspects such
as dependability, situational awareness, and command-and-control problems.48

3.5.6 Campaign to Stop Killer Robots

The Campaign to Stop Killer Robots: This global alliance of non-governmental
organizations has played a crucial role in advocating, conducting research, and
mobilizing support for a proactive prohibition on lethal autonomous weapons systems
(LAWS). Their endeavours emphasize the expanding civil society movement opposing
autonomous weapons and advocating for global legal norms.49

Each of these case studies exemplifies the intricate difficulties and continuing
discussions regarding the creation, implementation, and control of LAWS, emphasizing
the intricacy of guaranteeing that technological progress in warfare adheres to
international law and ethical standards.



Fig: RoW Autonomous Weapons Market Forecast by Application

4.1 Critical Analysis

4.1.1 Adherence to International Humanitarian Law (IHL)

The concepts of distinguishing between military and civilian targets, ensuring the use of
force is proportionate, and taking precautions to minimize harm pose considerable
difficulties for LAWS. Existing technologies face challenges in replicating human
decision-making in intricate and changing combat settings, leading to issues of
compliance with International Humanitarian Law (IHL).50

4.1.2 Legal Review Mechanisms

Article 36 reviews are crucial, but their implementation varies greatly among nations,
with certain states having transparent procedures while others have more obscure
ones. This variability weakens the possibility of implementing a consistent method for
regulating LAWS (Lethal Autonomous Weapons Systems).51

4.1.3 Disparity between Technological Progress and Legal Inertia



The swift progression of autonomous technology surpasses the progress and
application of matching legal and ethical structures, resulting in a gap that hinders
governance endeavours.52

4.1.4 Global Consensus

The absence of a worldwide agreement on the precise meanings, standards, and
regulatory structures for LAWS hinders the advancement of complete international
rules. 53

4.1.5 Comparative Assessment

LAWS present distinct difficulties in comparison to conventional weapons as a result of
their autonomous decision-making capabilities. Although autonomous weapons systems
have the potential to provide benefits in terms of accuracy and reduce harm to human
lives, their ethical and legal consequences in combat continue to be a subject of debate
and disagreement.54

Fig: Drone Strikes in NIAC’S

4.2 Results

● The paper emphasizes a notable discrepancy between the legal and ethical
regulation of rules, underscoring the necessity for revised international rules
that accurately address the practicalities of autonomous warfare.

● The conduct of Article 36 reviews lacks consistency, underscoring the need
for consistent rules capable of addressing the complications posed by LAWS.



● The impact of LAWS on compliance with IHL principles depends on
technological advancements and the implementation of effective legal review
processes.

4.3 Conclusion

The incorporation of LAWS (Lethal Autonomous Weapons Systems) into military
stockpiles poses a challenge to current legal and ethical frameworks, requiring a
reassessment of how international law deals with the emergence of new technology in
combat. LAWS has the potential to improve adherence to International Humanitarian
Law (IHL) in warfighting. However, the absence of full laws, uniform definitions, and
agreement on ethical concerns highlights the urgent requirement for international
discussions and collaboration. States, international organizations, and civil society must
collaborate to bridge the gap between technological advancement and legal standards,
ensuring the creation and implementation of LAWS (Lethal Autonomous Weapons
Systems) that adhere to the principles of International Humanitarian Law (IHL).55

4.4 Suggestions

Advancement of Global Standards

Promote the creation of a complete international agreement dedicated to resolving
LAWS, with a specific emphasis on defining terms, setting operational limitations,
establishing channels for accountability, and outlining ethical principles.

Improved Transparency in Article 36 Reviews

We recommend that countries implement more transparent and standardized legal
review procedures for new weapons systems, such as LAWS, and exchange
internationally recognized best practices.

Integration of Ethical AI Principles

Encourage the incorporation of ethical AI principles into the development and
application of LAWS, ensuring that systems adhere to IHL principles.

Global Dialogue and Cooperation

Encourage continuous international conversations among nations, international
organizations, academia, and civil society to establish a shared agreement on the
regulation of LAWS and ensure that ethical and legal considerations accompany
technical advancements.
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