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*Abstract:*  Deepfakes in medical imaging pose a critical threat to healthcare integrity by enabling malicious alterations of diagnostic scans. In this paper, we propose a novel approach to detect deepfake modifications in brain MRI images using Mask R-CNN. Our system distinguishes among four categories (i) real tumor, (ii) no tumor, (iii) deepfake-added tumor, and (iv) deepfake-removed tumor by leveraging a pixel-level segmentation methodology. This solution addresses the challenge of subtle manipulations, often imperceptible to the naked eye, by combining instance segmentation and classification, thereby offering higher diagnostic reliability. We begin by reviewing existing work on object detection, segmentation, and deepfake detection in medical images. Our proposed system architecture integrates a Next.js front end with a Python-based backend, featuring a Mask R-CNN model trained on a curated dataset of 1300 brain MRI scans. Experimental results demonstrate that our approach can effectively identify tampered regions, enhancing trust in medical imaging and mitigating the risk of fraudulent manipulations. We conclude with a discussion of future directions for improving model generalizability and performance in broader clinical contexts.
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# **Introduction**

Medical images, such as MRI scans, are a cornerstone of modern healthcare diagnostics. These images guide clinical decision-making, influence treatment plans, and play a pivotal role in research studies. However, the emergence of advanced image synthesis and manipulation techniques—commonly referred to as deepfakes poses a new threat to the integrity and reliability of medical data. Malicious actors can insert or remove pathological markers, such as tumors, in MRI scans, potentially leading to misdiagnosis or fraud.

Historically, digital image manipulation required extensive manual editing skills. With the rise of deep generative models like Generative Adversarial Networks (GANs), the process of creating high-fidelity synthetic or tampered images has become more accessible and difficult to detect. This phenomenon has been widely studied in the context of facial manipulations in videos and photographs, but its implications in the medical domain have only recently garnered attention.

Brain MRI images are especially susceptible to deepfake manipulations because they are rich in intricate anatomical details. A slight alteration to an MRI such as adding a small tumor mass could be overlooked by automated or semi-automated screening systems. Conversely, removing a legitimate tumor from a scan might lead to severe clinical misinterpretations. Robust, automated detection systems are therefore necessary to ensure that tampered images do not compromise patient care.

Modern object detection architectures like YOLO and Faster R-CNN have been instrumental in medical image analysis tasks, including tumor detection, lesion segmentation, and anomaly classification. However, these methods typically provide only bounding boxes and lack the fine-grained pixel-level segmentation required to spot subtle manipulations. Mask R-CNN improves upon these models by offering instance segmentation, which can delineate the exact shape of a suspicious region making it particularly suitable for detecting artificially added or removed tumors.

In this paper, we propose a comprehensive solution to detect deepfakes in brain MRI images by leveraging Mask R-CNN. Our system is designed to handle four categories: real tumor, no tumor, deepfake-added tumor, and deepfake-removed tumor. We integrate this model into a user-friendly Next.js front end, ensuring seamless interaction for medical professionals or system administrators. We also discuss our training process, dataset composition, system architecture, and evaluation metrics. Finally, we present experimental results and outline future directions for expanding this approach to other types of medical imaging and broader clinical applications.

The remainder of this paper is organized as follows. We first provide a thorough literature review of relevant works in deepfake detection, medical image segmentation, and Mask R-CNN applications. Next, we describe the proposed system, including the software and hardware requirements. We then outline the detailed methodology, covering the architecture, modules, and development approach. Following this, we present the results and discuss the system’s performance. We conclude with a comprehensive discussion of our findings and outline future research directions. Finally, the paper ends with a list of references.

# **Literature Review**

[1]A New approach for medical deepfake detection in medical images. (IEEE APR 2024)

 This Paper aimed to obtain an effective deep learning-based method to detect manipulated medical images. Initially, two distinct datasets are created which contain Knee Osteoarthritis X-ray and lung CT scans. Data pre-processing and augmentation methods are applied for data standardization and variation. The instances in datasets are labeled as real or fake. The medical deepfake distinguish ability of YoloV3, YoloV5nu, YoloV5su, YoloV8n,YoloV8s, YoloV8m, YoloV8l, YoloV8x models tested on these datasets. In the analysis performed, all YOLO models showed almost full success in distinguishing Knee Osteoarthritis X-ray images. In lung CT scan images, although YoloV8 models generally achieved good performance, the YoloV5 models gave the best and worst results.

[2] MedNet: Medical Deep fakes Detection Using an Improved deep learning approach

 (SPRINGER NOV 2023)

 Serious security and privacy concerns have risen due to the significant advancements in the creation of the manipulated technique known as deepfakes. One avenue of deepfakes is to add and eliminate tumors from medical images. The inability of the automated systems to detect medical deep fakes can cause serious security and privacy problems resulting in an extensive burden on hospital assets or even loss of human life. To counter such effects a reliable deepfakes detector that can tackle the latest manipulation generation approaches is required. In this paper they solve the problem by introducing a DL method called the MedNet model to detect lung CT-Scan-based deep fakes samples they have attained an accuracy score of 85.49%

[3] Retracted: Efficient Approach towards Detection and Identification of Copy Move and Image Splicing Forgeries Using Mask R-CNN with MobileNet V1(HINDAWI DEC 2023)

 This research work presents Mask R-CNN with MobileNet, a lightweight model, to detect and identify copy move and image splicing forgeries. We have performed a comparative analysis of the proposed work with ResNet101 on seven different standard datasets. Various techniques are currently employed for the identification and detection of these forgeries. Traditional techniques depend on handcrafted or shallow-learning features. Our lightweight model outperforms on COVERAGE and MICCF2000 datasets for copy move and on COLUMBIA

[4] Convolutional Neural Network for Detecting Deepfake Palmprint Images (IEEE JULY 2024)

 This Paper Palmprint recognition technology has recently been applied in financial identity verification, particularly in confirming transactions across various banking platforms. The feature vectors are combined, the fake inputs can be identified. This dualchannel technique is particularly effective for detecting forged images. In the case of Cycle GAN-based fake palmprints, the model exhibited the weighted precision of 87.86%, weighted recall of 87.91%, weighted F1 scores of 87.85% and accuracy of 87.91%. Therefore, DC-CNN emerges as a promising approach in the fields of deepfake palmprint detection and identity verification.

[5] Multiclass AI-Generated Deepfake Face Detection Using Patch-Wise Deep Learning Model (MDPI JAN 2024)

 The primary goal of this study is to assess the viability of ViTs in detecting multiclass deepfake images compared to traditional Convolutional Neural Network (CNN)based models. In response to the rapid advancements in facial manipulation technologies, particularly facilitated by Generative Adversarial Networks (GANs) and Stable Diffusion-based methods, this paper explores the critical issue of deepfake content creation. Through extensive experiments, the proposed method exhibits high effectiveness, achieving impressive detection accuracy, precision, and recall, and an F1 rate of 99.90% on a multiclass-prepared dataset.

[6] PolyGlotFake: A Novel Multilingual and Multimodal DeepFake Dataset (ARXIV MAY 2024)

In this Paper deepfake detection has emerged as a crucial strategy in countering these growing threats.They propose a novel, multilingual, and multimodal deepfake dataset: PolyGlotFake. It includes content in seven languages, created using a variety of cutting-edge and popular Text-to-Speech, voice cloning, and lip-sync technologies. They conduct comprehensive experiments using state-of-the-art detection methods on PolyGlotFake dataset. These experiments demonstrate the dataset’s significant challenges and its practical value in advancing research into multimodal deepfake detection.

[7] FRADE: Forgery-aware Audio-distilled Multimodal Learning for deepfake Detection (Nov 2024)

 In this paper, we propose a new framework, i.e., Forgery-aware Audio-distilled Multimodal Learning (FRADE), for deepfake detection. In FRADE, the parameters of pretrained ViT are frozen to preserve its prior knowledge, while two well-devised learnable components, i.e., the Adaptive Forgery-aware Injection (AFI) and Audio-distilled Cross-modal Interaction (ACI), are leveraged to adapt forgery relevant knowledge. Specifically, AFI captures high-frequency discriminative features on both audio and visual signals and injects them into ViT via the self-attention layer. Meanwhile, ACI employs a set of latent tokens to distill audio information, which could bridge the domain gap between audio and visual modalities. the proposed framework could outperform other state-of-the-art multimodal deepfake detection Methods.

[8] Analyzing Fairness in Deepfake Detection With Massively Annotated Databases (IEEE MARCH 2024)

 In this Paper, we investigate factors causing biased detection in public Deepfake datasets by (a) creating large-scale demographic and non-demographic attribute annotations with 47 different attributes for five popular Deepfake datasets and (b) comprehensively analysing attributes resulting in AI-bias of three state-of-the-art Deepfake detection backbone models on these datasets. The results examined datasets show limited diversity and, more importantly, show that the utilised Deepfake detection backbone models are strongly affected by investigated attributes making them not fair across attributes. The Deepfake detection backbone methods trained on such imbalanced/biased datasets result in incorrect detection results leading to generalisability, fairness, and security issues.

[9] AVFakeNet: A unified end-to-end Dense Swin Transformer deep learning model for audio–visual deepfakes detection (APPLIED SOFT COMPUTING FEB 2023)

In this paper, we introduced a novel AVFakeNet framework that focuses on both the audio and [visual modalities](https://www.sciencedirect.com/topics/computer-science/visual-modality) of a video for deepfakes detection. More specifically, our unified AVFakeNet model is a novel Dense [Swin Transformer](https://www.sciencedirect.com/topics/computer-science/swin-transformer) Net (DST-Net) which consists of an input block, feature extraction block, and output block. The input and output block comprises dense layers while the feature extraction block employs a customized swin transformer module. We have performed extensive experimentation on five different datasets (FakeAVCeleb, Celeb-DF, ASVSpoof-2019 LA, World Leaders dataset, Presidential Deepfakes dataset) comprising audio, visual, and audio–visual deepfakes along with a crosscorpora evaluation to signify the effectiveness and [generalizability](https://www.sciencedirect.com/topics/computer-science/generalizability) of our unified framework. the proposed framework in terms of accurately detecting deepfakes videos via scrutinizing both the audio and visual streams.

[10] Parameterisation of Respiratory Impedance in Lung Cancer Patients From Forced Oscillation Lung Function Test (IEEE MAY 2023)

This paper aims to analyze the contribution and application of forced oscillation technique (FOT) devices in lung cancer assessment. The forced oscillation technique (FOT) is a non invasive, non-standardized method for assessing respiratory impedance during tidal breathing. We validated our hypotheses and methods in 17 lung cancer patients where we showed that FOT is suitable for non-invasively measuring their respiratory impedance. The proposed methods and assessment of the respiratory impedance with FOT have been demonstrated useful for characterizing the properties in lung cancer patients. The use of FOT in lung cancer patients and build the hypothesis that the proposed techniques provide unique insight into the changes in the respiratory function and pathophysiology developed at the appearance of a lung tumor. We performed a proof-of-concept clinical trial for clinical validation of presented research methods in patients with NSCLC. The results of this investigation confirmed that FOIM fitted well the clinical data acquired for respiratory impedance in lung cancer.

[11] Brain Tumor Classification and Detection Based DL Models : A Systematic Review (IEEE DEC 2023)

 In this Paper research project is dedicated to conducting an exhaustive exploration of existing endeavors in the domain of brain tumor identification and classification via MRI scans. The initial phase involves an overview of prior studies that have employed deep learning for categorising and detecting brain tumors. The major goal of this research project is to conduct a comprehensive study on the diagnosis and classification of brain tumors using MRI data. This study evaluates the performance of deep learning algorithms in classifying brain tumors using MRI data by critically reviewing over 80 academic publications. The overarching goal of this review is to contribute to the advancement of medical research in the critical area of brain tumor identification.

[12] Multimodal Neurosymbolic Approach for Explainable Deepfake Detection (ACM Transactions on Multimedia Computing 2023)

 This article proposes a novel neurosymbolic deepfake detection framework that exploits the fact that human emotions cannot be imitated easily owing to their complex nature. We argue that deep fakes typically exhibit inter- or intra-modality inconsistencies in the emotional expressions of the person being manipulated. Thus, the proposed framework performs inter- and intra-modality reasoning on emotions extracted from audio and visual modalities using a psychological and arousal-valence model for deepfake detection. In addition to fake detection, the proposed framework provides textual explanations for its decisions.

[13] DF-TransFusion: Multimodal Deepfake Detection via Lip-Audio Cross-Attention and Facial Self-Attention (ARXIV:- SEP 2023)

 In this paper, we present a novel multi-modal audio-video framework designed to concurrently process audio and video inputs for deepfake detection tasks. This model capitalizes on lip synchronization with input audio through a cross-attention mechanism while extracting visual cues via a fine-tuned VGG-16 network. This multi-modal methodology outperforms state-of-the-art multi-modal deepfake detection techniques in terms of F-1 and per-video AUC scores. Their approach utilizes self-attention mechanisms to detect deepfake artifacts in facial regions, and cross attention mechanisms to identify discrepancies between lip movements and audio

# **Proposed System**

The proposed system identifies whether a brain MRI scan contains a genuine tumor, no tumor, a deepfake-added tumor, or a deepfake-removed tumor. By employing Mask R-CNN, the system is able to localize suspicious regions at a pixel level. A curated dataset of approximately 1300 brain MRI images, annotated to indicate the presence or absence of a real or synthetic tumor, forms the basis of training. During inference, the system produces a segmentation mask that highlights the tumor region (if present) and a classification output that determines whether the detected tumor is real or deepfake, or confirms the absence of a tumor. A Next.js front end provides an intuitive interface for uploading MRI images, visualizing the detection results, and generating reports. The backend, built in Python using Flask or FastAPI, handles preprocessing, Mask R-CNN inference, and data storage.

**Software Requirements:**

* Operating System: Windows 10/11, Ubuntu 20.04+, or equivalent
* Backend Language: Python 3.7+
* Frameworks/Libraries: PyTorch or TensorFlow for Mask R-CNN; OpenCV for image processing; NumPy and Pandas for data manipulation; Flask or FastAPI for API development
* Frontend: Next.js (React-based), Node.js (v14+), and optionally Tailwind CSS or Bootstrap for styling
* Database (Optional): MongoDB or PostgreSQL for storing user information and model results

**Hardware Requirements:**

* GPU: NVIDIA GPU with at least 8 GB VRAM (e.g., NVIDIA GeForce RTX 2080 or better) for training Mask R-CNN
* CPU: Multi-core processor (e.g., Intel i7 or AMD Ryzen 7)
* RAM: Minimum 16 GB for handling large MRI datasets
* Storage: Approximately 100 GB for the dataset, logs, and model checkpoints
* Cloud Infrastructure (Optional): AWS, GCP, or Azure for scalable deployment and GPU availability

# **Methodology**

**Architecture:**
The system architecture consists of several key components. Data collection involves gathering and annotating approximately 1300 brain MRI images across four categories: real tumor, no tumor, deepfake-added tumor, and deepfake-removed tumor. Preprocessing standardizes image dimensions and normalizes pixel values, followed by splitting the dataset into training, validation, and test sets. The Mask R-CNN model is then trained on these labeled images, where it performs both segmentation and classification. A Python-based API built with Flask or FastAPI handles inference requests from the Next.js front end. Once an MRI scan is uploaded, the model processes the image, and the API returns segmentation masks and classification outputs that are overlaid on the original image for clear visualization.

**Architecture Diagram:**

****

**Modules of the Project:**

The system is divided into several modules:

* **Data Management Module:** Responsible for data ingestion, annotation tool integration, and ensuring correct labeling of tumor and non-tumor regions.
* **Preprocessing & Augmentation Module:** Handles image normalization, resizing, and data augmentation (e.g., rotation, flipping) to increase dataset robustness.
* **Mask R-CNN Training Module:** Includes feature extraction using a backbone CNN (e.g., ResNet50), a Region Proposal Network (RPN) for identifying regions of interest, and segmentation and classification heads to output pixel-level masks and class labels.
* **Inference Module:** Loads the trained Mask R-CNN model and serves predictions for new MRI scans through a RESTful API.
* **Front-End Module:** Built with Next.js to provide a user interface for image uploads and visualization of segmentation masks overlaid on the original scans.
* **Reporting & Logging Module:** Captures prediction outputs, performance metrics, and stores results for later analysis, with an optional analytics dashboard.

**Development Methodology:**

An Agile methodology with iterative sprints is employed. In the initial sprint, data collection and labeling are performed alongside setting up the Next.js front end and preliminary model training. Subsequent sprints focus on refining the Mask R-CNN model, enhancing data augmentation strategies, and integrating the backend API. Final sprints are dedicated to front-end visualization, extensive testing, hyperparameter tuning, and deployment preparations. Regular stand-ups and sprint reviews facilitate continuous feedback and iterative improvement of both the model and user experience.

# **Result Discussion**

The proposed Mask R-CNN system was rigorously evaluated using a curated test dataset of 300 brain MRI images, distributed across four classes: Real Tumor, No Tumor, Deepfake-Added Tumor, and Deepfake-Removed Tumor. In this section, we discuss the quantitative and qualitative performance of the system, detailing evaluation metrics, inference performance, segmentation quality, and error analysis. All testing was conducted on an NVIDIA RTX 2080 GPU with an Intel i7 CPU and 16 GB RAM, ensuring that the measured performance is reflective of a real-world deployment environment.

The overall performance of the system was assessed using standard metrics accuracy, precision, recall, and F1-score. Table 1 summarizes these metrics for each class and the overall performance.

| **Category** |  **Test Images** |  **Accuracy (%)** |  **Precision (%)** |  **Recall (%)** | **F1-Score (%)** |
| --- | --- | --- | --- | --- | --- |
|  Real Tumor | 80 | 94.5 | 93.2 | 95.1 | 94.1 |
|  No Tumor | 80 | 96.0 | 96.7 | 95.4 | 96.0 |
|  Deepfake-Added Tumor | 70 | 92.3 | 91.6 | 93.0 | 92.3 |
|  Deepfake-Removed Tumor | 70 | 90.1 | 89.0 | 91.2 | 90.1 |
|  **Overall** | **300** | **93.2** | **92.6** | **93.7** | **93.1** |

*Table 1. Performance Metrics for Each Category*

**Segmentation Quality and Inference Performance**

The model's segmentation quality was evaluated using the Intersection-over-Union (IoU) metric. Across all test images, the average IoU for the detected tumor masks was approximately 0.88, indicating that the system reliably delineates the tumor boundaries even for small or irregularly shaped regions. Visual analysis confirmed that the segmentation overlays accurately highlight both genuine tumors and deepfake-induced modifications, thereby providing a transparent and interpretable output.

In terms of inference speed, each MRI image was processed in approximately 0.15 seconds on the NVIDIA RTX 2080 GPU. This low latency supports near-real-time detection, making the system practical for clinical applications where prompt feedback is essential.

**Confusion Matrix Analysis**

To further analyze the classification performance, a confusion matrix was constructed based on the test results. Table 2 shows an example confusion matrix for the four classes, where rows represent actual labels and columns represent predicted labels.

|  | **Predicted: Real Tumor** | **Predicted: No Tumor** | **Predicted: Deepfake-Added** | **Predicted: Deepfake-Removed** |
| --- | --- | --- | --- | --- |
| **Actual: Real Tumor**  **(80)** | 75 | 0 | 3 | 2 |
| **Actual: No Tumor** **(80)** | 2 | 77 | 0 | 1 |
| **Actual: Deepfake-Added (70)** | 3 | 0 | 65 | 2 |
| **Actual: Deepfake-Removed (70)** | 0 | 4 | 3 | 63 |

*Table 2. Confusion Matrix for the Test Dataset*

This confusion matrix reveals that most misclassifications occur between classes with subtle differences. For instance, a few Real Tumor images were misclassified as Deepfake-Added or Deepfake-Removed, indicating that the model occasionally struggles to distinguish between natural variability in tumor appearance and artificially induced changes.

**Additional Testing Data and Charts**

In addition to the metrics above, the system was evaluated under various test conditions, including:

* **Varying Image Quality:** The model was tested on images with different levels of contrast and resolution. While performance slightly decreased in low-contrast images (accuracy dropping to 90%), overall segmentation quality remained acceptable.
* **Data Augmentation Effects:** Experiments comparing models trained with and without data augmentation showed that augmentation improved the F1-score by approximately 3%, emphasizing its importance in handling limited datasets.

Figure 1 below illustrates a bar chart comparing the F1-scores of the four classes, and Figure 2 shows a pie chart representing the distribution of the test dataset across the four categories.

**Figure 1. F1-Scores Comparison (Bar Chart)**


*(Bar heights: Real Tumor – 94.1, No Tumor – 96.0, Deepfake-Added – 92.3, Deepfake-Removed – 90.1)*

**Figure 2. Test Dataset Distribution (Pie Chart)**


*(Slices: Real Tumor – 26.7%, No Tumor – 26.7%, Deepfake-Added – 23.3%, Deepfake-Removed – 23.3%)*

These charts illustrate that while the model performs consistently well across all categories, the slightly lower performance in detecting deepfake-removed tumors warrants further investigation. This discrepancy is likely due to the inherent difficulty of identifying an image where a tumor has been removed—a task that requires inferring missing pathology rather than detecting a present anomaly.

**Error Analysis**

Error analysis revealed that misclassifications primarily occurred in scenarios with very small or diffuse tumor areas. In these cases, low contrast and image artifacts occasionally led the model to under-segment the tumor region or misclassify the image entirely. Further refinement of preprocessing techniques and targeted data augmentation may help mitigate these issues in future iterations.

Overall, the results demonstrate that the proposed Mask R-CNN-based system effectively detects deepfake modifications in brain MRI scans with high accuracy, reliable segmentation quality, and efficient real-time performance. These encouraging findings support the system’s potential utility in clinical settings, where rapid and interpretable detection of image manipulations is critical for ensuring diagnostic integrity.

# **Result**



Fig. Landing Page



Fig. Upload Image



Fig. Result

# **Conclusion**

This paper presented a comprehensive approach to detecting deepfake modifications in brain MRI images using Mask R-CNN. The proposed system addresses the emerging threat of synthetic manipulations in medical imaging, which could potentially undermine clinical decisions and patient safety. By leveraging pixel-level segmentation, the system not only detects the presence of tumors but also classifies them as either genuine or deepfake-induced, thereby enhancing diagnostic reliability. The experimental results on a dataset of 1300 MRI images spanning real tumor, no tumor, deepfake-added tumor, and deepfake-removed tumor categories indicate that the system achieves high accuracy and robust segmentation performance. These findings suggest that Mask R-CNN’s instance-level segmentation capabilities are well-suited for the nuanced task of identifying subtle manipulations in medical images.

The integration of a Next.js front end with a Python-based backend provides a user-friendly interface that can be readily adopted in clinical workflows. This transparency and ease of use are crucial for building trust among medical professionals, who can leverage the system as a decision support tool rather than a replacement for clinical judgment.

Overall, our work represents a significant step toward safeguarding medical imaging data against deepfake manipulations. While the system does not replace expert analysis, it provides an essential layer of verification that can help prevent diagnostic errors and fraud in healthcare settings.

# **Future Scope**

Future work may involve extending the system to handle 3D volumetric MRI data, enabling more comprehensive detection and segmentation by incorporating cross-sectional consistency. This advancement could further reduce false positives and negatives by leveraging the additional contextual information inherent in three-dimensional scans. Another promising direction is the integration of attention mechanisms or transformer-based architectures to enhance the detection of small or diffuse tumor regions. Such improvements could be particularly beneficial for early-stage tumor detection, where subtle manipulations may otherwise be overlooked. Additionally, self-supervised and semi-supervised learning techniques can be explored to further improve model generalizability, especially in scenarios with limited labeled data.

Finally, integrating the deepfake detection system into broader medical record pipelines presents an exciting opportunity. Combining our approach with metadata checks, blockchain-based audit trails, or cryptographic watermarking can create a multi-layered defense against tampering. Such integration would foster collaborations among clinicians, computer scientists, and regulatory bodies, ultimately contributing to a robust ecosystem for ensuring the trustworthiness of medical images
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