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Abstract: Different schemes or algorithms that are implemented at the network layer or at the physical layer of 

TCP/IP to endorse energy saving so that the network of any system remains sustainable for long time. The 

techniques discussed in the paper uses the history based contention window control over packet routing in the 

network layer. The main idea behind this scheme is to control the time of every node which delivers the packet 

but if in case the proximity node or network does not accept the incoming packets because it is busy, then the 

transmitter node has to either wait or it tries randomly to deliver the same. This causes the whole system to use 

more of its energy and this is the main reason that conventionally many other protocols are not good for the 

system. But our system and our history based contention window control scheme has proved to be worthy as it 

is good in terms of the time allocation providing the system either to wait or to access other node for the 

transmission of the system. The energy being consumed has reduced considerably and the efficiency and 

throughput has increased because of reduced energy consumption.  
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I. INTRODUCTION 
Wireless Sensor Networks consists of individual nodes that are able to interact with their environment 

by sensing or controlling physical parameter; these nodes have to collaborate in order to fulfill their tasks as 

usually, a single node is incapable of doing so; and they use wireless communication to enable this collaboration 

[1]. The definition of WSN, according to, Smart Dust program of DARPA is: “A sensor network is a 

deployment of massive numbers of small, inexpensive, self powered devices that can sense, compute, and 

communicate with other devices for the purpose of gathering local information to make global decisions about a 

physical environment” [2]. 

 
Fig. 1: A typical WSN 

 

1.1 Evolution of Sensor Network 

 Sensor network development was initiated by the United States during the Cold War [3]. A network of 

acoustic sensors was placed at strategic locations on the bottom of the ocean to detect and track Soviet 

submarines. This system of acoustic sensors was called the Sound Surveillance System (SOSUS). Wireless 

networks based upon IEEE 802.11 standards [4] can now provide bandwidth approaching those of wired 

networks. At the same time, the IEEE has noticed the low expense and high capabilities that sensor networks 

offer. The organization has defined the IEEE 802.15 standard [7] for personal area networks (PANs), with 

“personal networks” defined to have a radius of 5 to 10 m.  
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1.2 Wireless Sensor Network Model 

 Unlike their ancestor ad-hoc networks, WSNs are resource limited, they are deployed densely, they are 

prone to failures, the number of nodes in WSNs is several orders higher than that of ad hoc networks, WSN 

network topology is constantly changing, WSNs use broadcast communication mediums and finally sensor 

nodes don’t have a global identification tags [15]. The major components of a typical sensor network are: 

 

 Sensor Field: A sensor field can be considered as the area in which the nodes are placed. 

 Sensor Nodes: Sensors nodes are the heart of the network. They are in charge of collecting data and 

routing this information back to a sink [8]. 

 Sink: A sink is a sensor node with the specific task of receiving, processing and storing data from the 

other sensor nodes. They serve to reduce the total number of messages that need to be sent, hence reducing the 

overall energy requirements of the network. Sinks are also known as data aggregation points [5, 6]. 

 

II. ROUTING IN WIRELESS SENSOR NETWORKS 
Routing is a process of determining a path between source and destination upon request of data 

transmission. In WSNs the network layer is mostly used to implement the routing of the incoming data. It is 

known that generally in multi-hop networks the source node cannot reach the sink directly. So, intermediate 

sensor nodes have to relay their packets. The implementation of routing tables gives the solution. These contain 

the lists of node option for any given packet destination. Routing table is the task of the routing algorithm along 

with the help of the routing protocol for their construction and maintenance [9]. 

 

2.1 Routing Challenges and Design Issues 

Depending on the application, different architectures and design goals/constraints have been considered for 

sensor networks. Since the performance of a routing protocol is closely related to the architectural model [11]. 

 Network dynamics 

 Node deployment 

 Energy considerations 

 Data delivery models 

 Node capabilities 

 Data aggregation/fusion 

  

2.2 Routing Objectives 

Some sensor network applications only require the successful delivery of messages between a source and a 

destination. However, there are applications that need even more assurance. These are the real-time 

requirements of the message delivery, and in parallel, the maximization of network lifetime. 

 

2.3 Characteristics of Routing Protocols 

Generally routing protocols are: Application specific; Data centric; capable of aggregating data; Capable of 

optimizing energy consumption [10]. 

 

III. APPROACH USED IN THE RESEARCH WORK 
As described in the previous section, it is inefficient for sensor nodes to transmit the data directly to the 

BS in energy-constrained WSNs of large size. In the past few years wireless network has developed much and 

many works has been done to increase its performance. Most of them has been done on the basis of 2-D Markov 

chain model. An intuitive mathematical analysis and simple equations were presented for throughput and packet 

delay performance of IEEE 802.11 DCF by utilizing a Markov chain model by [11] which is presented below. 

Markov Chain Model Assumptions are as follows. 

 Packets can encounter collisions only due to simultaneous transmissions (no transmission errors) 

 There are no hidden stations (all stations can hear others transmissions). 

 The network consists of a finite number of contending stations. 

 Saturated conditions, i.e. a station have always data ready for transmission. 

 The collision probability of a transmitted packet is constant and independent of the number of 

retransmissions. 

 

The authors in [12], have evaluated the dependency of the RTS/CTS scheme on network size, however, 

without providing any general expression for the RTS/CTS threshold. But works in [11] and [7] has pointed out 

that the RTS/CTS handshake does not work as well as expected in theory. Approaches to fix the value of RT can 

be clustered main lying two types; Dynamic and Static. Authors in has performed analysis to determine RT 
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values for maximum performance and proposed static value [RT = 0] for all nodes, considering only single hop 

environment. In others, such as in [13] and [14] packet delivery ratio or transmission probability is emphasized.  

 

IV. PROBLEM IDENTIFICATION & ISSUES 
The current cellular networks are classified as the infrastructure dependent networks. The path setup 

between two nodes is completed through the base station. Ad hoc wireless networks are capable of operating 

without the support of any fixed infrastructure. The absence of any central control system makes the routing 

complex compared to cellular networks. The path setup between two nodes in ad hoc network is done through 

intermediate nodes. For the distributive system to work the mobile nodes of ad hoc network are needed to be 

more complex than that of cellular networks. 

 

4.1  HIDDEN TERMINAL PROBLEM 

Hidden nodes in a wireless network refer to nodes that are out of range of other nodes or a collection of 

nodes. Take a physical star topology with an access point with many nodes surrounding it in a circular fashion: 

Each node is within communication range of the AP, but the nodes cannot communicate with each other, as they 

do not have a physical connection to each other. In a wireless network, it is likely that the node at the far edge of 

the access point's range, which is known as A, can see the access point; but it is unlikely that the same node can 

see a node on the opposite end of the access points range, B. These nodes are known as hidden. The problem is 

when nodes A and B start to send packets simultaneously to the access point. Since node A and B cannot sense 

the carrier, carrier sense multiple access with collision avoidance (CSMA/CA) does network, and collisions 

occur, scrambling data. 

 

 
Fig. 2: Hidden Terminal Problem 

To overcome this problem, handshaking is implemented in conjunction with the CSMA/CA scheme.  

 

4.2 EXPOSED TERMINAL PROBLEM 

In wireless networks, the exposed node problem occurs when a node is prevented from sending packets to other 

nodes due to a neighboring transmitter. Consider an example of 4 nodes labeled R1, S1, S2, and R2, where the 

two receivers are out of range of each other, yet the two transmitters in the middle are in range of each other.  

 
A. Currently transmitting    B.  Wish to transmit 

 
Fig. 3: Exposed Terminal Problem 

 

Here, if a transmission between S1 and R1 is taking place, node S2 is prevented from transmitting to 

R2 as it concludes after carrier sense that it will interfere with the transmission by its neighbor S1. However 

note that R2 could still receive the transmission of S2 without interference because it is out of range from S1. 

 

4.3 ADVANTAGES OF RTS-CTS MECHANISM 

 To reduce frame collisions introduced by the hidden terminal problem. 

 Originally the protocol fixed the exposed terminal problem as well, but modern RTS/CTS include 

ACKs and do not solve the exposed terminal problem. This mechanism helps to solve this problem only if the 

nodes are synchronized. Whena node hears an RTS from a neighboring node, but not the corresponding 

CTS,that node can deduce that it is an exposed node and is permitted to transmit toother neighboring nodes. 
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4.4 DISADVANTAGES OF RTS-CTS MECHANISM 

 Inhibiting Non-interfering Parallel Transmission 

 False Blocking 

 Virtual Jamming 

 

4.5  RTS THREHOLD VALUE 

We can adaptively set the value of RTS-Threshold based on network traffic then inter mixing these two 

schemes can be easily achieved. Our main proposal is too use basic scheme for relatively small sized packets 

and use RTS/CTS mechanism for relatively large size packets. To incorporate this idea, the value of RTS-

Threshold needs to be intelligently set to a value such that η*100 percent of packet's size fall below that value. 

Mathematically it can be described as follows: suppose the sizes of packets owing through a node are s1, s2,s3 … 

sn (in ascending sorted order) with probabilityP1, P2… P3. Then the value of RTS-Threshold is set to a value 

such that: 

  

𝑃𝑟 𝑆 ≤ 𝑅𝑇𝑆 − 𝑇𝑟𝑒𝑠𝑜𝑙𝑑 = 𝜂                                                  (4.1) 

where S is a random variable denoting packet size. A node at first learns the sizes of the packets it is generating 

or forwarding as an intermediate node for a certain time interval. Then it sets the value of RTS-Threshold for the 

next interval using the above equation. It also continues that its learning process in the subsequent intervals and 

adjusts the RTS-Threshold dynamically from one interval to another.  

 

Let us denote Pi be the probability that a packet`s size is less than or equal to si. Then, mathematically: 

 

𝑃𝑖 = 𝑃𝑟 𝑆 ≤ 𝑠𝑖 = (
 𝑓𝑗

𝑖
𝑗=1

 𝑓𝑘
𝑛
𝑘=1

)                                                   (4.2) 

Note that using the above equation Pi = 1. Actually Pi is the cumulative distribution function (CDF) for the 

different packet sizes. Using this CDF, calculation of new RTS-Threshold is pretty simple. Let, Pr is the greatest 

probability less then η, Ps is the packet size at Pr, Cr is the least probability greater then η, and Cs is the packet 

size at Cr.  

 

 

Using linear interpolation the trafficobserver calculates the current RTS-Threshold using the equation below: 

 

𝑅𝑇𝑐𝑢𝑟𝑟𝑒𝑛𝑡 =  𝑃𝑠 +
 𝜂−𝑃𝑟 ∗(𝐶𝑠−𝑃𝑠)

(𝐶𝑟−𝑃𝑟)
                                                     (4.3) 

The average RTS-Threshold is updated as 

 

𝑅𝑇𝑎𝑣𝑒𝑟𝑎𝑔𝑒 =  𝛼 ∗ 𝑅𝑇𝑝𝑟𝑒𝑣𝑖𝑒𝑤 +  1 − 𝛼 ∗ 𝑅𝑇𝑐𝑢𝑟𝑟𝑒𝑛𝑡                                              (4.4) 

 

 

where, RTpreview=previous  RTS-Threshold and  controls the relative weight of recent andpast history of RTS-

Threshold calculation. The value of α lies between 0 to 1. 

 

V. FORMULATION AND PRESENTATION OF THE PROBLEM 

We assume that the noise over the wireless channel is white Gaussian with spectral density equal to N0=2. In 

our model we define N0 as the power of the thermal noise: 

𝑁0 = 𝑁𝑡 ∗ 𝑁𝑓            (5.1) 

 

Where Nfdenotes the circuit noise value, k the Boltzmann constant, T the temperature in Kelvin and W is the 

frequency bandwidth. For the BPSK modulation1, the bit error probability is given by [7]: 

 

𝑃𝑏
𝐵𝑃𝑆𝐾 = 𝑄   

2 ∗ 𝐸𝑏

𝑁𝑜

2

                                                                    (5.2) 

and for QPSK (4-QAM) is: 

 

                                       𝑃𝑏
𝐵𝑃𝑆𝐾 = 𝑄   

2∗𝐸𝑏

𝑁𝑜

2
 − 𝑄2( 

2∗𝐸𝑏

𝑁𝑜

2
)                 (5.3) 
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Where Eb /N0 is the average signal to noise ratio per bit. The Eb /N0 of the received signal is derived from SNR 

using the following relationship: 
𝐸𝑏

𝑁𝑜

= 𝑆𝑁𝑅.
𝑊

𝑅𝑏

                                                                                      (5.4) 

where Rb(1 and 2 Mbps) is the maximum bit rate of transmission mode and W (2 MHz) is the dispread 

bandwidth of the signal. Considering the data packet format shown in the probability of error for packet is: 

𝑝 = 𝑃𝐸𝑅 = 1 − (1 − 𝑃𝑒
𝑃𝐿𝐶𝑃 − 𝑃𝑒

𝑝𝑎𝑦𝑙𝑜𝑎𝑑
)                                  (5.5) 

where Peis the probability of error for PLCP (or Payload)and is given by: 

𝑃𝑒 = 1 −  1 − 𝑃𝑏                                                                                    (5.6) 

 

Pbis derived from equation 2 and 3 for 1 Mbps and 2Mbps data rate respectively. 

 

5.1 MODEL APPROACH 

In this Bianchi model, the time is divided into slots of variable duration based on what happens during 

a slot: no transmission, correct transmission, collision. The model computes among others the probability that a 

station transmits in a slot tau, the probability that a transmitted packet collides with other transmissions p, and 

the saturation through putof a station Z(p; tau ), which is a function of tau and p as well as other physical 

parameters. The packet loss probability is computed as: 

𝑝 = 1 − (1 − 𝜏)𝑛−1                                                                    (5.7) 

Where n is the total number of STAs. The model also gives the expression of tau as a function of the packet loss 

probability p using the Markov chain that describes the system. Let B be the function relating p and tau in this 

model, then: 

 

 

𝜏 = 𝐵 𝑝 =
1−𝑝𝑚 +1

1−𝑝
𝑏0,0                                                               (5.8) 

 

b0,0 (Which is the stationary probability to find the Markov chain in state (0; 0)) can be obtained from solving 

the Markov chain as shown in Equation (5.9).Equations (5.7) and (5.8) are solved for the values of p and tau. 

Once these probabilities are obtained, this model computes the saturation throughput Z(p,tau ) of a station. None 

of the above models have considered the channel characteristics (PHY layer).  

 

5.2 DISTANCE AWARE MODEL 

Using Equation (5.5), the packet loss probability can be computed as follow: 

 

                        𝑝𝑘 = 1 − (1 − 𝑃𝑏
𝑃𝐿𝐶𝑃 )𝐿𝑃𝐿𝐶𝑃 . (1 − 𝑃𝑏

𝑃𝑎𝑦𝑙𝑜𝑎𝑑
)𝐿𝑃𝑎𝑦𝑙𝑜𝑎𝑑 ,                                   (5.9) 

 

 

where PLCP and LPayloadare PLCP and Payload length respectively, and Px b is bit error probability for part x of 

the packet (PLCP or Payload). Px b can be computed using Equation (5.2) and (5.3) considering transmission 

mode.  

 

Next step we look for the power of signal transmitted by STA i at the AP. We denote such power with Xi and 

we define it as: 

𝑋𝑖 = 𝑌𝑖 . 𝐿 𝐷𝑖 ,                                            (5.10) 

 

where L(Di) expresses the power with which the signal of STA i arrives at the AP after being attenuated over 

distance Di and calculated using simple path loss model: 

𝐿 𝐷𝑖 =
𝑃0

𝐷𝑖
𝛼  .                                                   (5.11) 

 

 

Having the power of each STA at the AP, we can compute the interfering power a packet transmitted by STA k 

faces. We denote this power by IKand write it as: 

𝐼𝑘 =  𝑌𝑖 . 𝐿(𝐷𝑖)
𝑛
𝑖≠𝑘  .                                                  (5.12) 

 

This allows writing the following expression for the SNR at the AP of a packet/signal coming from STA k at the 

given distance dk: 
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𝑆𝑁𝑅𝑘 =
𝐿(𝑑𝑘 )

𝑁𝑜+𝐼𝑘
=  

𝐿(𝑑𝑘 )

𝑁𝑜+ 𝑌𝑖 .𝐿(𝐷𝑖)𝑛
𝑖≠𝑘

  .                                  (5.13) 

Assuming independence of Yi, as in the Bianchi model, fIk (x) can be expressed as an n - 1 convolution: 

 

𝑓𝐼𝑘  𝑥 = 𝑓𝑋1
⊗. . . . ⊗𝑓𝑋𝑘−1

⊗ 𝑓𝑋𝑘−2
⊗ .  .  .  . ⊗𝑓𝑋𝑛

(x) .                      (5.14) 

 

 

In the analysis above, we kept the distance from STA i to the AP random denoted by Di, except for STA k for 

which we are computing pk. Then we compute pk for two cases. First, we compute it when the stations’ 

positions are known (the Di are deterministic): the only randomness in this case lies in the dynamics of the 

MAC layer. Second, we compute pk for a more general case where nodes are uniformly distributed in the plane. 

 

5.3 FIXED TOPOLOGIES 

Suppose we are given the distance vector D = {d1; : : : ; dn}, where di describes the distance of STA i 

to the access point. Since all distances are fixed, we omit in this section the index of distance from loss and 

transmission probabilities. For an STA k, we aim at finding the pdfof Ik. Ikgives the interfering power produced 

by all the other STAs at the AP. To compute Ik, we need fX(x), the pdf of the power at the AP of an individual 

STA. For an STA i, fXi(x) can be written as: 

 

𝑓𝑋𝑖
 𝑥 = 𝛿𝑥 0 (1 − 𝜏𝑖) +𝛿𝑥(𝐿(𝑑𝑖))𝜏𝑖  , (5.15) 

 

 

5.4 RANDOM TOPOLOGIES 

We consider now the case where the STAs are uniformly distributed in a disk of radius r around the AP. Thus, 

the pdf of D (the distance to the AP of an STA) has the followingform: 

 

𝑓𝐷 𝑑 = {10≤𝑑≤1}
2𝑑

𝑟2          (5.16) 

 

5.5 THROUGHPUT CALULATION 

We now derive the throughput of a single STA k at agiven distance dk. In the case of a fixed topology this 

throughput depends on the position of all otherSTAs and their transmission probabilities taui, 

 

   𝑃𝑘  = 1- (1 − 𝑄   
2𝐿(𝑑𝑘 ) 𝑊

 𝑁0+ 𝑥 𝑅
 )𝐿𝑃𝐿𝐶 𝑃 + 𝐿𝑃𝑎𝑦𝑙𝑜𝑎𝑑 𝑓𝐼𝑘  𝑥 𝑑𝑥 .            

∞

𝑥=0
(5.17) 

𝐹𝑋𝑖
(x) = (1- E [𝜏𝑖(𝐷𝑖)]) + 1

{
𝑃0

𝑟𝛼  ≤𝑥  ≤ 𝑃0 }
E [𝜏𝑖(𝐷𝑖)] (1 −  

 𝐿−1 𝑥  
2

𝑟2   ) .                   (5.18) 

𝑓𝑥𝑖
 x  = δx (1- E[𝜏𝑖  (𝐷𝑖)]) + 1

{
𝑃0

𝑟𝛼  ≤𝑥  ≤ 𝑃0 }

2

𝛼𝑟2𝑥
(
𝑃0

𝑥
)

2

𝛼E[𝜏𝑖(𝐷𝑖)]  .          (5.19) 

In case of random topologies, the throughput depends on the other STAs average location and their average 

transmission probability E[taui(Di)]. Consider first the case of fixed topology. The throughput of an STA k is 

given by the function Z(pk; tauk), which hasthe following form: 

        𝑍(𝑝𝑘  , 𝜏𝑘) = 
𝜏𝑘  1− 𝑝𝑘 𝐿

 1− 𝑃𝑡𝑟  𝜎  + 𝑃𝑡𝑟 𝑃𝑠𝑇𝑠+ 𝑃𝑡𝑟   1− 𝑃𝑠 𝑇𝑐   
             (5.20) 
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