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Abstract: In this paper, unified framework for voice activity detection (VAD) and speech enhancement is 

proposed. In the proposed framework, there is common import of data amongst VAD and speech enhancement 

blocks. Another and robust VAD algorithm is actualized for the VAD block of the brought together framework. 

The recently proposed VAD algorithm utilizes a periodicity measure and a vitality measure got from phantom 

vitality circulation and otherworldly vitality distinction of the info speech information. For the speech 

enhancement block, the changed Kalman filtering (MWF) approach is used. It has been demonstrated that the 

usage of data trade between the VAD and MWF algorithms in the brought together framework builds the 

execution of the two algorithms and the proposed bound together framework enhances the robustness of a 

speech acknowledgment framework essentially. Both of the improved algorithms are no iterative. Consequently, 

the proposed brought together framework is computationally appealing for continuous applications.  

Keywords: Speech enhancement, voice activity detection, noise suppression, Kalman filter 

---------------------------------------------------------------------------------------------------------------------------------------  

Date of Submission: 06-08-2018                                                                            Date of acceptance: 23-08-2018 

---------------------------------------------------------------------------------------------------------------------------------------  

 

I. INTRODUCTION 
VOICE activity detection is an imperative advance in speech processing applications, for example, 

range vitality, speech coding and speaker acknowledgment. Voice activity detection approaches comprise of 

highlight extraction and segregation models. Early voice activity indicators (VADs) focused on robust 

highlights of a flag, for example, vitality, periodicity, flow and zero-intersection rates, and construct their 

separation strategies with respect to heuristic models. Later VADs, while using a considerable lot of similar 

highlights, construct their separation in light of measurable models. Normal factual model based  

arrangements utilize Gaussian disseminations to depict different highlights of clamor and speech, build 

up a probability proportion from examination of estimated parameters fitted in various models, and lead a theory 

test to make the speech/non-speech choice. Other than great and steady execution over a few diverse commotion 

types and SNRs, the qualities of a decent VAD incorporate low computational many-sided quality and quick 

adjustment to changing clamor composes and SNRs. The objective of this undertaking was to decide 

definitively the best and most steady VAD algorithm out of the ones proposed in existing writing and measures, 

and to actualize the best one in C programming dialect. Since proposed VAD algorithms in the writing are not 

subjected to government sanctioned tests where they are looked at against a similar arrangement of speech 

articulations, commotion composes and SNRs, it is hard to know which VAD algorithms are the most robust, 

notwithstanding the finish of the writers. In this venture in this way, an underlying writing study was completed 

to decide the VAD algorithms that seemed to have extraordinarily great execution. These VADs were dictated 

by considering the finishes of the creators, the curiosity of the approach utilized, and the level of multifaceted 

nature of the algorithm. The multifaceted nature of the algorithm was particularly essential if the algorithm was 

to be for all intents and purposes and effectively actualized in C. In the wake of incorporating the outcomes 

from the writing study in view of the previously mentioned criteria, a far reaching test setup was planned, where 

every one of the VADs were kept running against a similar database of speech expressions in various clamor 

composes at various SNRs. Results crosswise over various estimations and sorts of order of blunders were 

utilized to assess the execution of the diverse VADs. At long last, in view of the consequences of the test, the 

best performing VAD was picked and the algorithm was actualized in C programming dialect. The motivation 

behind this work is to test the execution of a VAD algorithm proposed by Dongwen Ying, Yonghong Yan, 

Jianwu Dang and Soong, F.K [1]. This algo-rithm is a genuinely new algorithm, using Gaussian blend models 

(GMMs) to demonstrate speech and the foundation clamor to have the capacity to segregate amongst speech and 

non-speech. This algorithm is alluded to as GMM VAD. The focal point of the work will test the execution of 

the GMM VAD under low SNR, and additionally actualizing TND in the GMM VAD structure. The GMM 
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VAD is tried one next to the other with a VAD portrayed by ITU G.729 Appendix II [8]. The execution testing 

is partitioned into two sections. The initial segment will assess the execution of the VAD algorithm under low 

SNR, and the second part will center around transient clamor detection in mix with the GMM VAD.  

 

II. RELATED WORK 
Prior, a few algorithms have been proposed for following the commotion under loud conditions. Most 

conventional commotion estimators depend on the base insights (Martin 2001, Cohen 2002, Cohen 2003, 

Rangachari et al 2006, Erkelens et al 2008, Gerkmann et al 2011). Martin (2001) figured an algorithm for 

following the commotion in view of Minimum Statistics (MS). In this technique, the clamor flag is evaluated 

over a limited window by acquiring the base periodogram estimations of the loud speech. So as to repay the 

predisposition, the clamor range is increased by inclination factor. It is exceptionally delicate and the assessed 

commotion difference is twice bigger than the regular clamor estimator. In the event that the window length is 

too short, this technique lessens low vitality parts of the speech flag. This strategy comes up short when the 

commotion flag level is higher than clean speech flag. Cohen (2002) researched Minima Controlled Recursive 

Averaging (MCRA) strategy in which the commotion is assessed by averaging the past power range in view of 

smoothing parameter. For this situation, there is no hard choice about the speech nearness likelihood. 

Notwithstanding amid frail speech flag period, the clamor estimation is constantly refreshed. Smoothing is 

completed in time and recurrence spaces which make a solid relationship between's the speech nearness in 

neighboring recurrence receptacles of back to back edges. Thusly, this commotion estimator is computationally 

effective and robust regarding SNR. This has a capacity to rapidly take after the sudden changes in the 

commotion level. Cohen (2003) additionally enhances the MCRA strategy in view of speech nearness likelihood 

estimation for least following amid speech activity and induction of a predisposition pay factor. In this Improved 

MCRA (IMCRA) technique, smoothing and least following includes two cycles. The primary emphasis 

generally gives the voice activity detection in every recurrence container. In the second emphasis, smoothing 

and least following are done in view of the speech activity. Keeping in mind the end goal to decrease the speech 

spillage, it requires quite a while window for least following which restrains the capacity to track the sudden 

ascent in the clamor level (Cohen 2004, Cohen 2005). Rangachari et al (2006) depicted an algorithm which 

evaluates the clamor utilizing time-recurrence smoothing factors figured in view of Speech Presence Probability 

(SPP). The speech nearness likelihood is processed as the proportion of the loud speech control range to its 

neighborhood least. The processed neighborhood least is free of window length, which enhances the following 

rate when fast varieties happen in the commotion flag (Rangachari et al 2004). Erkelens et al (2008) gave the 

Minimum Mean Square Error (MMSE) based clamor estimation technique which lessens the speech spillage 

and takes into consideration speedier following when contrasted with MS based algorithms. In this, the clamor 

flag is evaluated by duplicating loud power by pick up capacities. This requires a hard choice on speech 

nearness likelihood in light of contingent gauge of the clamor periodogram by VAD. Also, it requires an 

inclination pay to enhance the greatest probability (Martin 2005). Gerkmann et al (2011) presented a clamor 

estimator which replaces the VAD by delicate speech nearness likelihood in view of the Gaussian dispersion. 

Because of this, it doesn't require inclination remuneration and security net. The execution of this clamor 

following algorithm somewhat gets enhanced than MMSE technique. This is computationally and memory 

savvy more effective. In this, the speech and commotion ghastly coefficients are Gaussian conveyed in which it 

is symmetric as for the mean esteem. This presents speech spillage due to non-stationary commotion conditions. 

 

III. METHODOLOGY 
VAD algorithms operate by taking in a digitized audio signal, processing this signal, extracting 

particular features from the processed signal, passing the extracted features of the signal as parameters to a 

model that describes that feature in noise and in speech, and finally outputting the decision based on thresholds 

defined in the model. There are many different features that different VAD algorithms model, commonly used 

among them being Fourier coefficients, periodicity and zero- crossing rates. Similarly there are various models 

that VAD algorithms use to describe these features, some based on heuristics while others based on statistical 

models. Popular statistical models include Gaussian distributions and Laplacian distributions. Based on the 

decision rule defined in the model, the VAD outputs a flag to indicate the presence or absence of speech. 

 

Block Diagram 

 
Figure 1: Block diagram for VAD algorithms 
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Transient Noise Detection 

It is hard to find a good definition for transient noise. In this work, a transient noise is defined as a non-

stationary, relatively short (100 - 1500 ms), non-periodic and energy intensive sound pulse. A transient noise is 

assumed to have a steep amplitude envelope, yielding wide band frequency content [3]. 

A transient noise is difficult to detect, because of the random occurrence and the vast variation in characteristics 

of a transient noise. It is therefore difficult to model a transient noise with GMMs or other statistical methods. 

Using hidden Markov models (HMMs) [9, pp. 377–413] to model transient noise, would require a large amount 

of diverse training data. Even with such a training set, it is almost certain that there are transient noises not 

covered in the training set. 

Trying to predict a transient noise is also difficult due to the random occurrence of a transient noise. 

But this could actually be used as a cue to detect transient noise. Assuming the use of linear prediction 

coefficients as feature, a high prediction error (residual signal) could indicate that a transient noise is present [4]. 

The method proposed in this work is not trying to model transient noise, in any way.   But rather try to model 

the opposite of a transient noise,  that is speech    and non-speech.  Assuming the models for speech and non-

speech are accurate.  A transient noise with high energy intensity and a wideband frequency content, 

 

 
Figure 2: VAD with transient noise detection should not fit any of the statistical models very well, hence 

indicating transient noise. 

Transient Noise Features 

The GMM VAD provides a model for speech and non-speech, with estimates of mean values and 

variances of the energy in speech and non-speech. As a transient noise is defined in this work, a transient noise 

would not have any similar properties with the speech and the non-speech models. 

As depicted in Figure 2 the TND algorithm extracts the likelihood of the current frame being speech 

and non-speech. Where k denotes the frame and i denotes the subband. The feature extraction happens in online 

mode. The transient noise detection is done in parallel with the VAD and the user decides how the outputs from 

the VAD and the TND are combined. 

The likelihood ratio between speech and non-speech, should give an indication when a transient noise 

is present, where l is the number of GMMs.  The denominator in equation (2), representing the total likelihood 

of non-speech, will become small when an energy intensive frame is present. This causes the ratio to become 

large and give an indication that a transient noise is present. 

The probability distribution for speech is restricted in the algorithm to always have larger variance than 

non-speech. Making the probability density function (pdf) for speech wider than non-speech. Due to this, and 

the fact that the pdf for speech always have a higher mean than non-speech, the numerator will be larger than the 

denominator when an energy intensive frame occurs. Preliminary testing of the feature showed good results, but 

the feature did no manage to separate energy intensive voiced speech from transient noise. This happens because 

the variance of the non-speech model is small. When an energy intensive speech frame occur the denominator 

will become small and the feature indicates a transient noise. 

Instead of using the likelihood ratio of the current frame, the inverse of the total likelihood  

By summing the likelihood of both speech and non-speech should give a better indication of the 

presence of a transient noise. The likelihood of speech gives the same contribution to the feature as the 

likelihood of non-speech gives. In order to have a clear indication of a transient noise, both likelihoods have to 

be small. 

where the right hand side is the probability that a random variable  X  takes a  value less than or equal 

to x. The threshold,  x,  is put to a value  where X  has   

high probability of taking a value less than or equal to x. Meaning there is a low probability that X takes 

values above the threshold. 

Assuming a transient noise occurs relatively seldom, and that a transient noise induce a high value in 

the feature, the threshold is put where FX(x) is high, close to 1, to only find the feature values that have low  

probability of occurring.  This  is illustrated in the bottom plot in Figure2, where the threshold is put where 

FX(x) has a probability of 0.98. 
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The length of the transient is hard coded into the algorithm. The transient noise detector is only able to 

indicate the start of a transient noise. In order to compare the output with the transcription, a fixed number of 

frames are marked as transient noise when a transient noise is detected. 

Preliminary testing of thresholds based on the mean value of the transient feature turned out to be less 

consistent than a threshold based on the CDF. The mean value of the transient feature varies to much depending 

on the signal-to-transient ratio (STR) in the speech file. 

 

KALMAN FILTER 

 Rudolf Kalman invented Kalman filter and he published his work through his famous 1960 paper, “A 

new approach to linear filtering and prediction problems”. One big advantage of using Kalman filter over using 

Wiener filter is that, Kalman filter works on non-stationary speech models. The state and observation equations 

of Kalman filter models that dynamics of the speech signal generation and the noise and observed signal 

respectively. Complete explanation of conventional Kalman filter implementation is available in the next 

section. 

There are other spectrum energy techniques available which has their own advantages and 

disadvantages. Spectral subtraction is one of the commonly used technique in which frequency property of noise 

samples are subtracted from the contaminated signal in frequency domain. This is one of the simplest methods 

for spectrum energy but noise must be stationary throughout the signal and noise samples are required before 

starting the process to learn its frequency behavior. 

 

IV. SIMULATION RESULTS 
Based on the test set up, the Ying VAD emerged as being the most accurate and most consistent 

algorithm against the utterances in the different noise types and different SNRs. It was consistently among the 

best performers at all SNRs. The second best performer was the AMR 2 VAD, followed by the Sohn VAD, ITU 

VAD and the AMR1 VAD. 

 

Table. VAD average speech/non-speech hit rates 

 Ying AMR 2 Sohn ITU AMR 1 

-12 dB 0.4768 0.2687 0.4139 0.3133 0.5174 

-3 dB 0.6351 0.5986 0.5484 0.3974 0.5260 

0 dB 0.6795 0.694 0.6006 0.5133 0.5141 

3 dB 0.7148 0.7411 0.6496 0.5570 0.5039 

6 dB 0.7524 0.7637 0.6956 0.5962 0.5009 

12 dB 0.8057 0.7790 0.7606 0.6575 0.5031 

18 dB 0.8454 0.7890 0.8029 0.7055 0.5164 

Average 

Hit Rate 

0.7014 0.6620 0.6388 0.5343 0.5117 

 

The accuracy of the VADs improved as the SNR progressed from the very low level of -12dB to 18dB and clean 

signals as shown in Figure 7. 

 
Figure 3: Speech/non-speech hit rates across SNRs 

 

All the VADs performed poorly in music2 type noise (periodic noise) and all VADs except the Ying 

VAD performed worst in pass type noise. In the Ying VAD, the best results were recorded in pass noise. 

Despite poor performance in music2 noise, the VADs performed well in other periodic noises such as babble 

noise and music1 noise (music1 noise is instrumental (heavy metal), music2 noise is lyrical (reggae)), therefore 

the performance of the VADs was not generally worse in periodic noises, though the worst performance was 
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recorded in a periodic noise. The best performances were in a variety of noises, however the VADs achieved the 

overall best results in the fire60nosiren noise type. (See Figure 4 (Note different scales for presentation clarity)). 

 

 
Figure 4: Speech/non-speech hit rate in aperiodic noise 

 

 
Figure 5: Speech/non-speech hit rate in periodic  noise 

 

The performance over different noise types also varied with VADs, with some experiencing more 

variation over different noise types at a particular SNR than others. Table  shows the variance of the speech/non-

speech hit rates caused by different noise types at a particular SNR. 

 

Table.Speech/non-speech hit rate variance (x 10
-3

) 

 Ying Sohn AMR 2 ITU AMR 1 

-12 dB 14.1 36.9 51.1 7.8 0.5 

-3 dB 5.2 23.0 13.8 3.5 0.9 

0 dB 4.0 16.4 5.4 1.7 0.3 

3 dB 3.8 9.9 2.4 0.85 0.08 

6 dB 2.6 5.9 0.9 0.82 0.0083 

12 dB 1.7 3.4 0.1 1.9 0.099 

18 dB 0.6 2.5 0.04 3.0 1.6 

Average 

(from 0 

– 18db) 

2.54 7.62 1.77 1.65 0.42 

 

1) Windowed processing – rectangular windowed processing. 
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Figure 6:Time vs. Clean signal. 

 
 

Figure 7: Generated noise 

 
 

Figure 8:Input + noise signal 

 
 

Figure 9: Estimated output 
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Figure 10:Hamming windowed process. (Only output is shown as input, input+noise plots are the same) 

 
 

Figure 11: Input + Noise signal 

While reconstructing the hamming windowed signal output, the intelligibility was poor when compared 

to the rectangular window signal output. This is evident from the plot as well.  

Now let’s add more noise and see how well the Kalman filter estimates the clean signal… 

 

 
Figure 12: and, this is the output estimated clean speech 

 

 
Figure 13: after processing time domain 
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Figure 14: single sided amplitude spectrum 

 
 

Figure 15: spectrum detection tool using kalman filter 

 

 
 

V. CONCLUSION 

The approach outlined by D. Ying et al. achieved the best and most consistent performance at all SNRs 

and different noise types with a comparatively low variance in performance in different noise types. The 

unsupervised learning of the models proved to be a robust approach to modeling parameter distributions, while 

the sub- band level decision-making process lead to greater accuracy. The overhang scheme implemented was 

also very robust as there were very few errors associated with it. 

There are however some concerns about the Ying algorithm. The first concerns the startup time of the 

algorithm, which is greater than 0.5s due primarily to the unsupervised model training which, in the default 

setting, requires 60 10ms frames in order to converge to an accurate model. This time lag may be inappropriate 

for some applications of the VAD. Another concern is the computational load of the algorithm. Although the 

decision making process in each sub-band of the signal is very efficient, as a whole, carrying out the same 

process for several bands becomes a high computational cost, which similarly may be undesirable in certain 

VAD applications. Despite these shortcomings, the Ying VAD was shown to perform exceptionally well against 

other VADs in a standard testing framework, and the potential of the unsupervised learning framework in voice 

activity detection has been demonstrated as being a high performing and robust approach. This project 

demonstrates how a Kalman filter can be used for purposes like spectrum energy analysis. The above-mentioned 

idea has some big matrices (P and A for instance), whose sizes are determined by choosing appropriate 

autoregressive filter order. The process is slow and it is not surprising given the number of matrix 

multiplications it has to do for every samples. In the search for improved algorithms, both in results as well as in 

reducing computational overhead, I have gone through some papers, which uses Kalman filters in modulation 

domain
[5]

 and another paper
[3]

 focuses on fastening the matrix operations. But the fundamental idea behind this 

technique has hardly gone through improvisation and that shows the robustness of the Kalman filter algorithm in 

spectrum energy techniques. Kalman filter is used to estimate clean speech from a noisy version speech and also 

achieve high recognition rate. 
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