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Abstract- Fast multiplier-accumulator (MAC) is one of the most important requirements of today’s VLSI 

systems and digital signal processing (DSP) applications. DSP applications are usually comprised of many 

multiplications and accumulations. So, for real time signal processing applications, high speed MAC is always 

an essential element. The speed of MAC is highly affected by the multiplier. Truncated multipliers area kind of 

approximate multipliers which discard a part of the partial products to reduce hardware. Although this 

elimination lowers accuracy, meaningful and faster results are still provided. In this paper we have proposed an 

approximate multiplier-accumulator. The results of synthesis show that the proposed design is faster than the 

traditional one. The proposed design can be used effectively for digital signal processing and embedded 

systems. 
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I. INTRODUCTION 
Rapid advances in multimedia and communication systems have caused a progressive demand for real-

time signal processing like audio signal processing, video/image processing, or large-capacity data 

processing[1]. Most DSP methods use nonlinear functions such as discrete cosine transform (DCT)[2]or discrete 

wavelet transform (DWT) [3]. These functions are basically accomplished by repetitive application of 

multiplication and addition, so the speed of the multiplication and addition arithmetic determines the execution 

speed and the performance of the entire calculation.The importance of multiplication and addition 

motivateddigital designers to invent a new arithmetic unit which is called Multiplier-Accumulator (MAC). 

Multiplier and adder are the basic units of MAC. The performance of MAC is affected by both multiplier and 

adder. A number of designers have proposed new methods for improving MAC by improving adder[4]. 

Nonetheless, the multiplier has more significanceas it requires the longest delay among the basic operational 

blocks and the critical path is determined by the multiplier[5].  

Generally, there are two kinds of multipliers, sequential multipliers and parallel multipliers. Parallel 

multipliers are used for their high speed performance, although high power consumption and large silicon area 

make them not to be perfect[6, 7].Sequential multipliers are popular for their low power consumption and small 

silicon area; their disadvantage is their low speed[8, 9]. 

Typically, multipliers are implemented using the modified Booth algorithm (MBA), in which partial 

product is generated from multiplicand (X) and multiplier (Y). Booth multiplication allows for the smaller, 

faster multiplication circuits through encoding bits and providing considerable improvement by reducing the 

partial products. Modified booth algorithm exists for radix 2 and higher (4,8,16 and 32). Partial products are 

further reduced by using higher radix booth encoder which increases complexity but improves the 

performance[10].For high-speed multiplication, the modified radix-4 Booth’s algorithm [11] is commonly used. 

Nonetheless, the long critical path causes the problem not to be solved completely[1, 10, 12].Lately, there have 

been efforts to speed up MBA by using parallel implementations[13-17]. Researchers have been successful in 
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developing high-speed MAC based on the Baugh–Wooley algorithm (BWA), and applying these structures to 

several digital filtering applications [18-26]. 

In Many scientific and engineering problems we need accurate, precise and deterministic algorithms to 

compute the result. However, applications involving signal/image processing and multimedia do not need exact 

and accurate computations. It is because these applications are error tolerant and produce results that are good 

enough for human perception [27]. In error resilient applications, conversion or elimination of some parts leads 

to a reduction in circuit complexity and improvement of total efficiency. Although usingapproximate computing 

in error tolerant applications reduces accuracy, meaningful results are still provided[28]. Researchers have 

proposed a number of designs for approximateadders[29-32]. 

Approximate multipliers have beenalsoinvestigatedsince they haveconsiderableimportance in 

arithmetic operations [33-39].Truncated multiplication is one of the well-known approximate techniques which 

is able to reduce the hardware requirements and increase the speed. In this technique, we ignore the least 

significant columns of the partial products. The carries generated by least significant columns are estimated, and 

they will be added with the most significant columns [40]. 

In this paper, a new approximate MAC is proposed.  We have reduced the number of the partial 

products by using Radix-4 modified booth algorithm. We have also employed approximate computing to make 

our proposed design faster. 

This paper is divided into several parts. In part II we present an overview of MAC. 

PartIIIdemonstratestruncated multiplication. In part IV the proposed MAC architecture is introduced. Part V 

demonstrates the results of simulation.Finally, the conclusion is presented in partVI. 

 

II. OVERVIEW OF MAC UNIT 
Multiplication and accumulation are the basic operations in DSP.The MAC unitis the key element of 

the DSPapplicationssuch as filtering, convolution, and inner products and it is able to performoperations such as 

high speed multiplication, saturationandmultiplication with cumulative addition and subtraction[41]. A 

multiplier basically consists of three operational steps. The firstoneis Booth encoding in which a partial product 

is produced from the multiplicand and the multiplier. In the second step, partial products are compressed or they 

are added by an array of adders. Finally, we have final addition, in which sum and carry are added to produce 

multiplication result. If there is any need to accumulate the final result, the number of steps will be increased to 

four. Fig.1 shows Basic arithmetic steps of multiplication and accumulation. General hardware architecture of 

MAC is shown in Fig. 2[5]. 

 

 
Fig. 1.Basic arithmetic steps of multiplication and accumulation[5]. 
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Fig. 2.Hardware architecture of MAC 

1. Radix-4Modified Booth Multiplier 

This multiplier is one of the most important multipliers which can be used in MAC. The reason of this 

importance is the technique of encoding which reduces the number of partial products and increases speed.Fig. 

3shows the multiple generation part of radix-4 multiplier based on Booth's recoding[8].Initially, a zero is 

concatenated to multiplier.Then, multiplier bits will form 3-bit overlapping groups, and each group will be used 

to generate Neg, Two and Non0 bits by utilizing Recoding Logic. Twois the select of multiplexer and Non0 is 

the enable of multiplexer. Neg is used to select addition or subtraction operation. If Neg is one the operation will  

 

 

be subtraction and if it is zero the operation will be addition. The output of add/subtract unit is entered to the 

n+1most significant bits of register and 2-bit arithmetic shift occurs. 

 

 
Fig. 3. The multiple generation part of a radix-4 multiplier based on Booth's recoding[8]. 

 

Fig. 4shows the general form of radix-4 multiplication with modified Booth's recoding of the 2's-complement 

multiplier. Each n-cell table represents an n-bit number. The 8-bit 2's-complement multiplier is recoded as a 4-

digit number Z = (αβγω)four.This recoded number dedicates the multiples ω× X, γ× X, β× X, α × X to be added 

to the cumulative partial product in four cycles. The value of Z is determined according to table I. In all 

intermediate steps, the upper half of the cumulative partial product is extended 2 bits to accommodate the sign 

extension needed for proper handling of the negative values. Black cells represent bits which are producedby 

sign extension. Dark gray cells represent bits which can be produced by sign-extension or not. If the recoded 

number is 2 or -2 there is no need for sign-extension. Light gray cells represent zero bits. Pidenotes register Pin 

cycle i.Note the sign extension during the right shift to obtain Pifrom4Pi[8, 42-44]. 

Table I 

 

Booth recoding table for radix-4 

i+1 i i-1 add 

0 0 0 0*X 
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0 0 1 1*X 

0 1 0 1*X 

0 1 1 2*X 

1 0 1 -1*X 

1 0 0 -2*X 

1 1 1 0*X 

1 1 0 -1*X 

 

 
Fig. 4. General form of radix-4 multiplication with modified Booth's recoding of the 2's-complement multiplier. 

 

III. TRUNCATED MULTIPLICATION 

One of the most effective approaches for implementing approximate parallel multipliers is truncation, in which 

the Least Significant Part (LSP) of partial products is ignored.Actually, in many applications, it is possible to 

reduce the area by discarding LSP and just using the Most Significant part (MSP). Although this will cause 

some error in final result, but it can be compensated by using  a simple circuit that produces error compensation 

value (ECV). As it is shown in Fig. 5, LSB can be divided in two parts: LSBminor  and LSBmajor. Error 

compensation value can be obtained using most significant column of LSBminor  that is called Input Correction 

(IC) [45]. Error compensation techniques are devided in two types: 

1- Constant error compensation: adds a constant value to final answer which is not relatedto multipplier and 

multiplicand[46, 47]. 

2- Variable error compensaton: adds a variable value to final answer which depends on multipier and 

multiplicand [48, 49]. 

 

 
Fig. 5.Partial products matrix of 8×8 truncated multiplier. 

 

IV. PROPOSED MAC ARCHITECTURE 
Our proposed method is an approximate MAC which applies the advantages of multiplier-accumulator 

and approximate computing.Since the multiplier is the main part of the MAC, we have concentrated on it. 
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Forhigh-speed multiplication, the modified radix-4 Booth’s algorithm (MBA) is commonly used. We have 

applied approximation technique for MBA in order to increase the speed of multiplier and improve the total 

efficiency. Fig.6showsgeneral form of the proposed radix-4 multiplication with modified Booth's recoding of 

the 2's-complement multiplier. For improving the speed of sequential multipliers, the length or the number of 

cycles should be reduced. In our proposed method we have eliminated the first cycle of multiplication since it 

has the least efficacyin final answer. We have called our proposed multiplier "Elimination of First Cycle" or 

EFC. 

 

 

 

 

 

 
Fig. 6.General form of radix-4 multiplication with modified Booth's recoding of the 2's-complement multiplier 

 

Fig. 7Shows the multiple generation part of the proposed radix-4 8×8 multiplier based on Booth's recoding.The 

main difference between this circuit and the one which is introduced in [8] is the elimination of first cycle. In 

EFC, there is no need to add a zero to the right hand side of multiplier. Also,theprocess of 3 bit grouping is 

started from the second least significant bit of multiplier. In this case Zwill be (αβγ) four instead of (αβγω) four. 

 

 
Fig. 7.The multiple generation part of the proposed radix-4 8×8 multiplier based on Booth's recoding. 

 
V. SIMULATION AND SYNTHESIS RESULTS 

In order to evaluate the precision of the proposed method and to compare it with the precise one, we 

have used MATLAB software. All possible values for multiplicand and multiplier which are totally 256×256 = 

65536, are applied to both algorithms. We call precise modified booth algorithm "PMBA". If we compare 8 

most significant bits of PMBA and EFC which is our concern, 74.8% of answers are similar and 24.98% of 

answers have slight difference. It means that our proposed method is reliable for applications which need n most 

significant bits of final answer, such as floating point. 
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For achieving theoreticaldelayof PMBA and EFC, We assume the delay of Recoding Logic is 3 gate-

delays, the delay of a multiplexer is 2 gate-delays, the delay of n+1 bitaddition/subtraction unitis2(n+1) gate-

delays(nindicates the number of inputs).Table II shows the delay of n-bit PMBA and n-bit EFC. The delay of an 

8-bitPMBA and an 8-bit ECU is demonstrated in table III. 

 

Table IIDelay of precise and proposed designs (n-bit) 

Delay/Designs PMBA EFC 

Delay per cycle 2n+7 2n+7 

Number of cycles 𝑛

2
 

𝑛

2
-1 

Total delay 𝑛

2
(2𝑛 + 7) (

𝑛

2
− 1)(2n+7) 

 

Table IIIDelay of precise and proposed designs (8-bit, gate-delay) 

Delay/Designs PMBA EFC 

Delay per cycle 23 23 

Number of cycles 4 3 

Total delay 92 69 

 

Table IV shows the timing reportswhich are produced by synthesizing PMBA and EFC. The delay of EFC is 

25% less than PMBA.It means that EFC is faster and can be used in applications which are error tolerant and the 

speed of multiplication is the most important criteria. 

 

Table IVThe Delay of PMBA and EFC(ns) 

EFC PMBA Delay/Design 

0.92 0.92 Recoding Logic 

2.26 2.26 Multiplexer 

6.62 6.62 Adder/Subtractor 

14.80 14.80 Delay per Cycle 

3 4 Number of 

cycles 

44.4 59.2 Total Delay 

 

 

VI. CONCLUSION 
In this paper, a new approximate Multiplier-Accumulatorwasproposed. Since modified booth multiplier 

is one of the most important multipliers that can be used for MAC, we have introduced a new truncated 

modified booth algorithm. Results of simulation showthat the upper half of the EFC's answer is similar to upper 

half of the PMBA's answer in 74.8% of times.The proposed design is faster than its precise counterpart and 

results of synthesis show that its delay is 25% less than the traditional one. The proposed architecture can be 

used effectively in digital signal processing. 
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